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BỘ MÃ HÓA, BỘ GIẢI MÃ, THIẾT BỊ XUẤT DÒNG BIT, PHƯƠNG PHÁP 

MÃ HÓA VÀ PHƯƠNG PHÁP GIẢI MÃ 

Lĩnh vực kỹ thuật được đề cập 

[0001] 

 Sáng chế đề cập đến bộ mã hóa, bộ giải mã, thiết bị xuất dòng bit, 

phương pháp mã hóa, và phương pháp giải mã. 

Tình trạng kỹ thuật của sáng chế 

[0002] 

 Với sự cải tiến về kỹ thuật mã hóa viđeo, từ H.261 và MPEG-1 đến 

H.264/AVC (Advanced Video Coding-Mã hóa viđeo cải tiến), MPEG-LA, 

H.265/HEVC (High Efficiency Video Coding-Mã hóa viđeo hiệu quả cao) và 

H.266/VVC (Versatile Video Codec-mã hóa giải mã viđeo toàn diện), vẫn còn 

hằng số cần có các cải thiện và tối ưu đối với kỹ thuật mã hóa viđeo để xử lý 

lượng dữ liệu viđeo số tăng lên trong các ứng dụng khác nhau. Sáng chế đề cập 

đến các việc phát triển, cải tiến và tối ưu hóa hơn nữa trong việc mã hóa viđeo. 

[0003] 

 Lưu ý rằng tài liệu phi sáng chế (NPL) 1 đề cập đến một ví dụ của tiêu 

chuẩn thông thường liên quan đến kỹ thuật mã hóa viđeo. 

Danh sách trích dẫn: 

 Tài liệu phi sáng chế 

[0004] 

  NPL 1: H.265 (ISO/IEC 23008-2 HEVC)/HEVC (High Efficiency 

Video Coding-mã hóa viđeo hiệu quả cao) 

Bản chất kỹ thuật của sáng chế 

Vấn đề kỹ thuật 

[0005] 
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 Liên quan đến phương pháp mã hóa như được mô tả nêu trên, các đề 

xuất của các phương pháp mới được mong muốn để (i) cải thiện hiệu quả mã 

hóa, nâng cao chất lượng ảnh, làm giảm lượng xử lý, làm giảm kích cỡ mạch, 

hoặc (ii) lựa chọn hợp lý thành phần hoặc hoạt động. Thành phần này là, ví dụ, 

bộ lọc, khối, kích cỡ, vectơ chuyển động, ảnh tham chiếu, hoặc khối tham chiếu. 

[0006] 

 Sáng chế đề xuất, ví dụ, cấu trúc hoặc phương pháp mà có thể góp phần 

vào ít nhất một trong số việc tăng hiệu quả mã hóa, tăng chất lượng ảnh, giảm 

lượng xử lý, giảm kích cỡ mạch, lựa chọn hợp lý thành phần hoặc hoạt động v.v. 

Cần lưu ý rằng sáng chế có thể bao hàm các cấu trúc hoặc phương pháp khả 

dụng mà có thể góp phần vào các hiệu quả khác ngoài các hiệu quả nêu trên. 

Giải quyết vấn đề 

[0007] 

 Ví dụ, bộ mã hóa theo một khía cạnh của sáng chế bao gồm mạch và bộ 

nhớ được ghép nối tới mạch. Trong quá trình vận hành, mạch mã hóa viđeo 

thành dòng bit, viđeo được chỉ định sẽ được xuất tại tốc độ thứ nhất khác với tốc 

độ gốc của viđeo, và trong quá trình mã hóa viđeo, mạch mã hóa vào dòng bit 

thông tin tốc độ gốc liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo. 

[0008] 

 Mỗi phương án, hoặc mỗi phần của bộ phận cấu thành và phương pháp 

trong sáng chế cho phép, ví dụ, ít nhất một trong số các hiệu quả sau đây: cải 

thiện hiệu quả mã hóa, nâng cao chất lượng ảnh, làm giảm lượng xử lý mã 

hóa/giải mã, làm giảm kích cỡ mạch, cải thiện tốc độ xử lý mã hóa/giải mã, v.v. 

Ngoài ra, mỗi phương án, hoặc mỗi phần của thành phần cấu thành và phương 

pháp trong sáng chế cho phép, trong khi mã hóa và giải mã, lựa chọn hợp lý 

thành phần hoặc hoạt động. Thành phần này là, ví dụ, bộ lọc, khối, kích cỡ, 

vectơ chuyển động, ảnh tham chiếu, hoặc khối tham chiếu. Cần lưu ý rằng sáng 

chế bao gồm bộc lộ liên quan đến các cấu trúc và các phương pháp mà có thể 



3 

mang lại các hiệu quả khác ngoài các hiệu quả nêu trên. Các ví dụ của các cấu 

trúc và phương pháp này bao gồm cấu trúc hoặc phương pháp cải thiện hiệu quả 

mã hóa trong khi làm giảm việc tăng lượng xử lý. 

[0009] 

 Các hiệu quả và các ưu điểm khác theo khía cạnh của sáng chế sẽ trở nên 

rõ ràng từ bản mô tả và các hình vẽ. Các lợi ích và/hoặc các ưu điểm có thể đạt 

được riêng biệt bởi các phương án khác nhau và các dấu hiệu của bản mô tả và 

các hình vẽ, và không phải tất cả trong số chúng cần được mô tả để thu nhận 

một hoặc nhiều lợi ích và/hoặc ưu điểm này. 

[0010] 

 Cần được lưu ý rằng các khía cạnh chung hoặc riêng có thể được thực 

hiện như là hệ thống, mạch tích hợp, chương trình máy tính, hoặc phương tiện 

đọc được bằng máy tính (vật ghi) như CD-ROM, hoặc kết hợp bất kỳ của các hệ 

thống, phương pháp, mạch tích hợp, chương trình máy tính, và phương tiện. 

Hiệu quả của sáng chế 

[0011] 

 Cấu trúc hoặc phương pháp theo khía cạnh của sáng chế cho phép, ví dụ, 

ít nhất một trong số hiệu quả sau đây: cải thiện về hiệu quả mã hóa, nâng cao 

chất lượng ảnh, làm giảm lượng xử lý, làm giảm kích cỡ mạch, cải thiện tốc độ 

xử lý, lựa chọn thích hợp thành phần hoặc hoạt động, v.v. Lưu ý rằng cấu trúc 

hoặc phương pháp theo khía cạnh của sáng chế có thể có các ưu điểm khác 

ngoài các ưu điểm nêu trên. 

Mô tả vắn tắt các hình vẽ 

[0012] 

 FIG.1 là sơ đồ giản lược minh họa một ví dụ về cấu trúc của hệ thống 

truyền theo phương án của sáng chế. 

 FIG.2 là sơ đồ để minh họa một ví dụ về cấu trúc phân cấp của dữ liệu 
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trong dòng. 

 FIG.3 là sơ đồ để minh họa một ví dụ về cấu trúc lát. 

 FIG.4 là sơ đồ để minh họa một ví dụ về cấu trúc ô. 

 FIG.5 là sơ đồ để minh họa một ví dụ về cấu trúc mã hóa trong mã hóa 

có thể biến đổi. 

 FIG.6 là sơ đồ để minh họa một ví dụ về cấu trúc mã hóa trong mã hóa 

có thể biến đổi. 

 FIG.7 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ mã hóa theo 

phương án của sáng chế. 

 FIG.8 là sơ đồ khối minh họa ví dụ bố trí của bộ mã hóa. 

 FIG.9 là lưu đồ minh họa một ví dụ về xử lý mã hóa chung được thực 

hiện bởi bộ mã hóa. 

 FIG.10 là sơ đồ để minh họa một ví dụ về phân chia khối 

 FIG.11 là sơ đồ minh họa một ví dụ về cấu trúc của bộ phân chia. 

 FIG.12 là sơ đồ để minh họa các ví dụ về các mẫu phân chia. 

 FIG.13A là sơ đồ để minh họa một ví dụ về cây cú pháp của mẫu phân 

chia. 

 FIG.13B là sơ đồ để minh họa ví dụ khác về cây cú pháp của mẫu phân 

chia. 

 FIG.14 là sơ đồ minh họa các hàm cơ sở biến đổi đối với mỗi loại biến 

đổi. 

 FIG.15 là sơ đồ để minh họa các ví dụ về SVT. 

 FIG.16 là lưu đồ minh họa một ví dụ về xử lý được thực hiện bởi bộ biến 

đổi. 

 FIG.17 là lưu đồ minh họa ví dụ khác về xử lý được thực hiện bởi bộ 

biến đổi. 
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 FIG.18 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ lượng tử 

hóa. 

 FIG.19 là lưu đồ minh họa một ví dụ về việc lượng tử hóa được thực 

hiện bởi bộ lượng tử hóa. 

 FIG.20 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ mã hóa 

entropy. 

 FIG.21 là sơ đồ minh họa dòng xử lý CABAC trong bộ mã hóa entropy. 

 FIG.22 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ lọc vòng. 

 FIG.23A là sơ đồ để minh họa một ví dụ về dạng lọc được sử dụng trong 

bộ lọc vòng thích nghi (ALF-adaptive loop filter). 

 FIG.23B là sơ đồ để minh họa ví dụ khác về dạng lọc được sử dụng 

trong ALF. 

 FIG.23C là sơ đồ để minh họa ví dụ khác về dạng lọc được sử dụng 

trong ALF. 

 FIG.23D là sơ đồ minh họa ví dụ trong đó Y mẫu (thành phần thứ nhất) 

được sử dụng cho ALF thành phần chéo (CCALF) đối với Cb và CCALF đối 

với Cr (các thành phần khác với thành phần thứ nhất). 

 FIG.23E là sơ đồ minh họa bộ lọc dạng kim cương. 

 FIG.23F là sơ đồ minh họa ví dụ đối với CCALF sắc độ liên kết 

(JC-CCALF). 

 FIG.23G là sơ đồ minh họa ví dụ đối với các ứng viên chỉ số trọng số 

JC-CCALF. 

 FIG.24 là sơ đồ khối mà minh họa một ví dụ về cấu trúc cụ thể của bộ 

lọc vòng mà thực hiện chức năng như bộ lọc giải khối (DBF-deblocking filter). 

 FIG.25 là sơ đồ để minh họa ví dụ về bộ lọc giải khối mà có đặc tính lọc 

đối xứng đối với biên khối. 

 FIG.26 là sơ đồ để minh họa biên khối mà trên đó xử lý lọc giải khối 
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được thực hiện. 

 FIG.27 là sơ đồ minh họa các ví dụ về các giá trị Bs. 

 FIG.28 là lưu đồ minh họa một ví dụ về xử lý được thực hiện bởi bộ dự 

đoán của bộ mã hóa. 

 FIG.29 là lưu đồ minh họa ví dụ khác về xử lý được thực hiện bởi bộ dự 

đoán của bộ mã hóa. 

 FIG.30 là lưu đồ minh họa ví dụ khác về xử lý được thực hiện bởi bộ dự 

đoán của bộ mã hóa. 

 FIG.31 là sơ đồ minh họa một ví dụ về 67 chế độ nội dự đoán được sử 

dụng trong việc nội dự đoán. 

 FIG.32 là lưu đồ minh họa một ví dụ về xử lý được thực hiện bởi bộ nội 

dự đoán. 

 FIG.33 là sơ đồ để minh họa các ví dụ về các ảnh tham chiếu. 

 FIG.34 là sơ đồ để minh họa các ví dụ về các danh sách ảnh tham chiếu. 

 FIG.35 là lưu đồ minh họa dòng xử lý cơ bản của việc dự đoán liên đới. 

 FIG.36 là lưu đồ minh họa một ví dụ về thu nhận MV. 

 FIG.37 là lưu đồ minh họa ví dụ khác về thu nhận MV. 

 FIG.38A là sơ đồ minh họa một ví dụ về phân loại của các chế độ để thu 

nhận MV. 

 FIG.38B là sơ đồ minh họa một ví dụ về phân loại của các chế độ để thu 

nhận MV. 

 FIG.39 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ liên 

đới thường. 

 FIG.40 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ hợp 

nhất thường. 

 FIG.41 là sơ đồ để minh họa một ví dụ về xử lý thu nhận MV bởi chế độ 
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hợp nhất thường. 

 FIG.42 là sơ đồ để minh họa một ví dụ về xử lý thu nhận MV bởi chế độ 

dự đoán vectơ chuyển động dựa trên lịch sử (HMVP). 

 FIG.43 là lưu đồ minh họa một ví dụ về việc chuyển đổi tăng tốc độ 

khung (FRUC-frame rate up conversion). 

 FIG.44 là sơ đồ để minh họa một ví dụ về so khớp khuôn mẫu (so khớp 

hai chiều) giữa hai khối nằm dọc theo đường chuyển động. 

 FIG.45 là sơ đồ để minh họa một ví dụ về so khớp mẫu (so khớp khuôn 

mẫu) giữa mẫu trong ảnh hiện tại và khối trong ảnh tham chiếu. 

 FIG.46A là sơ đồ để minh họa một ví dụ về việc thu nhận MV trong các 

đơn vị của khối con trong chế độ afin trong đó hai điểm điều khiển được sử 

dụng. 

 FIG.46B là sơ đồ để minh họa một ví dụ về việc thu nhận MV trong các 

đơn vị của khối con trong chế độ afin trong đó ba điểm điều khiển được sử 

dụng. 

 FIG.47A là sơ đồ khái niệm để minh họa một ví dụ về việc thu nhận MV 

tại các điểm điều khiển trong chế độ afin. 

 FIG.47B là sơ đồ khái niệm để minh họa một ví dụ về việc thu nhận MV 

tại các điểm điều khiển trong chế độ afin. 

 FIG.47C là sơ đồ khái niệm để minh họa một ví dụ việc thu nhận MV tại 

các điểm điều khiển trong chế độ afin. 

 FIG.48A là sơ đồ để minh họa chế độ afin trong đó hai điểm điều khiển 

được sử dụng. 

 FIG.48B là sơ đồ để minh họa chế độ afin trong đó ba điểm điều khiển 

được sử dụng. 

 FIG.49A là sơ đồ khái niệm để minh họa một ví dụ về phương pháp thu 

nhận MV tại các điểm điều khiển khi số lượng điểm điều khiển đối với khối 
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được mã hóa và số lượng điểm điều khiển đối với khối hiện tại là khác nhau. 

 FIG.49B là sơ đồ khái niệm để minh họa ví dụ khác về phương pháp thu 

nhận MV tại các điểm điều khiển khi số lượng điểm điều khiển đối với khối 

được mã hóa và số lượng điểm điều khiển đối với khối hiện tại là khác nhau. 

 FIG.50 là lưu đồ minh họa một ví dụ về xử lý trong chế độ hợp nhất afin. 

 FIG.51 là lưu đồ minh họa một ví dụ về xử lý trong chế độ liên đới afin. 

 FIG.52A là sơ đồ để minh họa việc tạo ra hai ảnh dự đoán tam giác. 

 FIG.52B là sơ đồ khái niệm minh họa các ví dụ về phần thứ nhất của 

phân vùng thứ nhất và các tập hợp thứ nhất và thứ hai của các mẫu. 

 FIG.52C là sơ đồ khái niệm minh họa phần thứ nhất của phân vùng thứ 

nhất. 

 FIG.53 là lưu đồ minh họa một ví dụ của chế độ tam giác. 

 FIG.54 là sơ đồ để minh họa một ví dụ về chế độ dự đoán vectơ chuyển 

động theo thời gian cải tiến (ATMVP-Advanced Temporal Motion Vector 

Prediction) trong đó MV được thu nhận trong các đơn vị của khối con. 

 FIG.55 là sơ đồ minh họa quan hệ giữa chế độ hợp nhất và làm mới 

vectơ chuyển động linh động (DMVR-dynamic motion vector refreshing). 

 FIG.56 là sơ đồ khái niệm để minh họa một ví dụ của DMVR. 

 FIG.57 là sơ đồ khái niệm để minh họa ví dụ khác về DMVR để xác 

định MV. 

 FIG.58A là sơ đồ để minh họa một ví dụ về ước lượng chuyển động 

trong DMVR. 

 FIG.58B là lưu đồ minh họa một ví dụ về việc đánh giá chuyển động 

trong DMVR. 

 FIG.59 là lưu đồ minh họa một ví dụ về việc tạo ra ảnh dự đoán. 

 FIG.60 là lưu đồ minh họa ví dụ khác về việc tạo ra ảnh dự đoán. 
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 FIG.61 là lưu đồ minh hoạt một ví dụ về xử lý hiệu chỉnh của ảnh dự 

đoán bằng cách bù chuyển động khối chồng lấn (OBMC-overlapped block 

motion compensation). 

 FIG.62 là sơ đồ khái niệm để minh họa một ví dụ về xử lý hiệu chỉnh 

ảnh dự đoán bởi OBMC. 

 FIG.63 là sơ đồ để minh họa mô hình giả định chuyển động tuyến tính 

đồng đều. 

 FIG.64 là lưu đồ minh họa một ví dụ về việc dự đoán liên đới theo BIO. 

 FIG.65 là sơ đồ minh họa một ví dụ về cấu trúc của bộ dự đoán liên đới 

mà thực hiện việc dự đoán liên đới theo BIO. 

 FIG.66A là sơ đồ để minh họa một ví dụ về phương pháp tạo ảnh dự 

đoán nhờ sử dụng xử lý hiệu chỉnh độ chói bằng cách bù độ chói cục bộ 

(LIC-local illumination compensation). 

 FIG.66B là lưu đồ minh họa một ví dụ về phương pháp tạo ảnh dự đoán 

nhờ sử dụng xử lý hiệu chỉnh độ chói bởi LIC. 

 FIG.67 là sơ đồ khối minh họa cấu trúc của bộ giải mã theo phương án 

của sáng chế. 

 FIG.68 là sơ đồ khối minh họa ví dụ bố trí của bộ giải mã. 

 FIG.69 là lưu đồ minh họa một ví dụ về xử lý giải mã chung được thực 

hiện bởi bộ giải mã. 

 FIG.70 là sơ đồ để minh họa quan hệ giữa bộ xác định phân chia và các 

thành phần cấu thành khác. 

 FIG.71 là sơ đồ khối minh họa một ví dụ về cấu trúc bộ giải mã entropy. 

 FIG.72 là sơ đồ minh họa dòng xử lý CABAC trong bộ giải mã entropy. 

 FIG.73 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ lượng tử hóa 

ngược. 

 FIG.74 là lưu đồ minh họa một ví dụ về việc lượng tử hóa ngược được 
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thực hiện bởi bộ lượng tử hóa ngược. 

 FIG.75 là lưu đồ minh họa một ví dụ về xử lý được thực hiện bởi bộ biến 

đổi ngược. 

 FIG.76 là lưu đồ minh họa ví dụ khác về xử lý được thực hiện bởi bộ 

biến đổi ngược. 

 FIG.77 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ lọc vòng. 

 FIG.78 là lưu đồ minh họa một ví dụ về xử lý được thực hiện bởi bộ dự 

đoán của bộ giải mã. 

 FIG.79 là lưu đồ minh họa ví dụ khác về xử lý được thực hiện bởi bộ dự 

đoán của bộ giải mã. 

 FIG.80A là lưu đồ minh họa phần ví dụ khác về xử lý được thực hiện bởi 

bộ dự đoán của bộ giải mã. 

 FIG.80B là lưu đồ minh họa phần còn lại của ví dụ khác về xử lý được 

thực hiện bởi bộ dự đoán của bộ giải mã. 

 FIG.81 là sơ đồ minh họa một ví dụ của xử lý được thực hiện bởi bộ nội 

dự đoán của bộ giải mã. 

 FIG.82 là lưu đồ minh họa một ví dụ về việc thu nhận MV trong bộ giải 

mã. 

 FIG.83 là lưu đồ minh họa ví dụ khác về việc thu nhận MV trong bộ giải 

mã. 

 FIG.84 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ liên 

đới thường trong bộ giải mã. 

 FIG.85 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ hợp 

nhất thường trong bộ giải mã. 

 FIG.86 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ 

FRUC trong bộ giải mã. 

 FIG.87 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ hợp 
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nhất afin trong bộ giải mã. 

 FIG.88 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ liên 

đới afin trong bộ giải mã. 

 FIG.89 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ tam 

giác trong bộ giải mã. 

 FIG.90 là lưu đồ minh họa ví dụ về việc ước lượng chuyển động bởi 

DMVR trong bộ giải mã. 

 FIG.91 là lưu đồ minh họa một ví dụ cụ thể về việc ước lượng chuyển 

động bởi DMVR trong bộ giải mã. 

 FIG.92 là lưu đồ minh họa một ví dụ về việc tạo ảnh dự đoán trong bộ 

giải mã. 

 FIG.93 là lưu đồ minh họa một ví dụ khác về việc tạo ảnh dự đoán trong 

bộ giải mã. 

 FIG.94 là lưu đồ minh họa ví dụ khác về việc hiệu chỉnh ảnh dự đoán 

bởi OBMC trong bộ giải mã. 

 FIG.95 là lưu đồ minh họa ví dụ khác về việc hiệu chỉnh ảnh dự đoán 

bởi BIO trong bộ giải mã. 

 FIG.96 là lưu đồ minh họa ví dụ khác về việc hiệu chỉnh ảnh dự đoán 

bởi LIC trong bộ giải mã. 

 FIG.97 là lưu đồ mà chỉ báo hoạt động mã hóa theo phương án sáng chế. 

 FIG.98 là lưu đồ mà chỉ báo hoạt động giải mã theo phương án sáng chế. 

 FIG.99 là lưu đồ mà chỉ báo ví dụ cụ thể thứ nhất của hoạt động giải mã 

theo phương án sáng chế. 

 FIG.100 là sơ đồ khối minh họa cấu trúc của hệ thống giải mã theo 

phương án sáng chế. 

 FIG.101A là sơ đồ khái niệm minh họa ví dụ về vị trí của thông tin tốc 

độ gốc trong dòng bit. 



12 

 FIG.101B là sơ đồ khái niệm minh họa ví dụ về vị trí khác của thông tin 

tốc độ gốc trong dòng bit. 

 FIG.102 là lưu đồ mà chỉ báo ví dụ cụ thể thứ hai của hoạt động giải mã 

theo phương án sáng chế. 

 FIG.103A là đồ thị thời gian minh họa các thời điểm mà tại đó các ảnh 

được giải mã và được xuất ra trong trường hợp mà hệ số tỷ lệ là 0,5. 

 FIG.103B là đồ thị thời gian minh họa các thời điểm mà tại đó các ảnh 

được giải mã và được xuất ra trong trường hợp mà hệ số tỷ lệ là 2. 

 FIG.103C là đồ thị thời gian minh họa các thời điểm mà tại đó các ảnh 

được giải mã và được xuất ra một cách chọn lọc trong trường hợp mà hệ số tỷ lệ 

là 2. 

 FIG.103D là sơ đồ khái niệm minh họa ví dụ về các ảnh được mã hóa 

với các lớp con theo thời gian. 

 FIG.104A là sơ đồ cú pháp minh họa ví dụ về cấu trúc cú pháp liên quan 

đến thông tin tốc độ gốc. 

 FIG.104B là sơ đồ cú pháp minh họa ví dụ khác của cấu trúc cú pháp 

liên quan đến thông tin tốc độ gốc. 

 FIG.104C là sơ đồ cú pháp minh họa ví dụ khác về cấu trúc cú pháp liên 

quan đến thông tin tốc độ gốc. 

 FIG.104D là sơ đồ cú pháp minh họa ví dụ khác về cấu trúc cú pháp liên 

quan đến thông tin tốc độ gốc. 

 FIG.105 là sơ đồ cú pháp minh họa ví dụ về cấu trúc cú pháp liên quan 

đến thông tin tốc độ. 

 FIG.106 là lưu đồ mà chỉ báo xử lý cơ bản trong hoạt động mã hóa theo 

phương án sáng chế. 

 FIG.107 là lưu đồ mà chỉ báo xử lý cơ bản trong hoạt động giải mã theo 

phương án sáng chế. 
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 FIG.108 là sơ đồ minh họa cấu trúc chung của hệ thống cung cấp nội 

dung để thực hiện dịch vụ phân phối nội dung. 

 FIG.109 là sơ đồ để minh họa ví dụ về màn ảnh hiển thị của trang mạng. 

 FIG.110 là sơ đồ để minh họa ví dụ về màn ảnh hiển thị của trang mạng. 

 FIG.111 là sơ đồ minh họa một ví dụ của điện thoại thông minh. 

 FIG.112 là sơ đồ khối minh họa ví dụ về cấu trúc của điện thoại thông 

minh. 

Mô tả chi tiết sáng chế 

[0013] 

[Giới thiệu] 

 Ví dụ, video có thể được tái tạo tại tốc độ chậm hơn tốc độ tự nhiên, tức 

là ở dạng chuyển động chậm (slow motion), hoặc có thể được tái tạo tại tốc độ 

nhanh hơn tốc độ tự nhiên, tức là ở dạng chuyển động nhanh (fast motion) 

(trong một số trường hợp còn được gọi là chuyển động tốc độ cao). Hơn nữa, 

viđeo có thể được mã hóa dưới dạng viđeo chuyển động chậm để viđeo được tái 

tạo ở chế độ chuyển động chậm, hoặc có thể được mã hóa dưới dạng viđeo 

chuyển động nhanh để viđeo được tái tạo ở chế độ chuyển động nhanh. Với cấu 

hình này, có thể điều khiển tốc độ tái tạo của viđeo trong quá trình mã hóa 

viđeo. 

[0014] 

 Ví dụ, khi viđeo được mã hóa dưới dạng viđeo chuyển động chậm, thời 

gian xuất hình được phân bổ cho mỗi ảnh nằm trong viđeo sao cho các ảnh này 

sẽ được xuất tuần tự tại các khoảng thời gian dài hơn các khoảng thời gian tự 

nhiên, và mỗi ảnh cùng với thời gian xuất hình được mã hóa. Với cấu hình này, 

trong quá trình giải mã viđeo, viđeo được giải mã và tái tạo một cách mượt mà 

dưới dạng viđeo chuyển động chậm. 

[0015] 
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 Tương tự, khi viđeo được mã hóa dưới dạng viđeo chuyển động nhanh, 

thời gian xuất hình được phân bổ cho mỗi ảnh nằm trong viđeo sao cho các ảnh 

này sẽ được xuất tuần tự tại các khoảng thời gian ngắn hơn các khoảng thời gian 

tự nhiên, và mỗi ảnh cùng với thời gian xuất hình được mã hóa. Với cấu hình 

này, trong quá trình giải mã viđeo, viđeo được giải mã và tái tạo một cách mượt 

mà dưới dạng viđeo chuyển động nhanh. 

[0016] 

 Tuy nhiên, khi viđeo được mã hóa dưới dạng viđeo chuyển động chậm 

hoặc viđeo chuyển động nhanh, việc tái tạo viđeo tại tốc độ gốc của viđeo, tức là 

tốc độ tự nhiên của viđeo, trở nên khó khăn. Hơn nữa, trong một số trường hợp, 

điều này khiến cho viđeo khó được phân tách, và việc thu nhận thông tin chính 

xác từ viđeo trở nên khó khăn. Hơn nữa, trong một số trường hợp, điều này 

khiến cho viđeo khó được kết hợp với viđeo hoặc âm auđio khác . 

[0017] 

 Xét theo những phân tích trên, bộ mã hóa của Ví dụ 1 bao gồm mạch và 

bộ nhớ được ghép nối với mạch. Trong quá trình vận hành, mạch mã hóa viđeo 

thành dòng bit, viđeo được chỉ định sẽ được xuất tại tốc độ thứ nhất khác với tốc 

độ gốc của viđeo, và trong quá trình mã hóa viđeo, mạch mã hóa vào dòng bit 

thông tin tốc độ gốc liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo. 

[0018] 

 Với cấu hình này, có thể mã hóa vào dòng bit thông tin tốc độ gốc liên 

quan đến tốc độ gốc khác với tốc độ thứ nhất được chỉ định là tốc độ của viđeo, 

tức là tốc độ thứ hai mà là tốc độ tự nhiên của viđeo. Do đó, có thể tái tạo viđeo 

tại tốc độ tự nhiên từ dòng bit. 

[0019] 

 Hơn nữa, bộ mã hóa của Ví dụ 2 là bộ mã hóa của Ví dụ 1, trong đó 

mạch có thể mã hóa vào dòng bit thông tin thời gian và thông tin tỷ lệ dưới dạng 

thông tin tốc độ gốc, và tốc độ thứ hai có thể được tính toán dựa trên thông tin 
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thời gian và thông tin tỷ lệ. 

[0020] 

 Theo đó, có thể chỉ định tốc độ thứ hai. Do đó, có thể thực hiện hoạt 

động tại tốc độ tự nhiên. 

[0021] 

 Hơn nữa, bộ mã hóa của Ví dụ 3 là bộ mã hóa của Ví dụ 1 hoặc 2, trong 

đó mạch có thể tiếp tục mã hóa vào dòng bit thông tin thời gian xuất hình liên 

quan đến thời gian xuất hình của viđeo. 

[0022] 

 Với cấu hình này, có thể chỉ định thời gian xuất hình của viđeo. Ngoài ra, 

cũng có thể điều chỉnh thời gian xuất hình của viđeo. 

[0023] 

 Hơn nữa, bộ mã hóa của Ví dụ 4 là bộ mã hóa của Ví dụ 3, trong đó 

mạch còn có thể: thu nhận, bằng cách sử dụng thông tin thời gian xuất hình, 

thông tin thời điểm thứ nhất mà chỉ báo thời điểm xử lý để tái tạo viđeo tại tốc 

độ thứ nhất; và thu nhận, bằng cách sử dụng thông tin tốc độ gốc, thông tin thời 

điểm thứ hai mà chỉ báo thời điểm xử lý để tái tạo viđeo tại tốc độ thứ hai. 

[0024] 

 Với điều này, có thể thu nhận chính xác thông tin thời điểm thứ nhất 

tương ứng với tốc độ thứ nhất bằng cách sử dụng thông tin thời gian xuất hình, 

và thu nhận chính xác thông tin thời điểm thứ hai tương ứng với tốc độ thứ hai 

bằng cách sử dụng thông tin tốc độ gốc. 

[0025] 

 Hơn nữa, bộ mã hóa của Ví dụ 5 là bộ mã hóa của bất kỳ một trong số Ví 

dụ 1 đến Ví dụ 4, trong đó mạch có thể mã hóa thông tin tốc độ gốc vào thông 

tin tiêu đề được bao gồm trong dòng bit. 

[0026] 
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 Với điều này, có thể mã hóa một cách hiệu quả thông tin liên quan đến 

tốc độ gốc dưới dạng thông tin tiêu đề cho dữ liệu viđeo. 

[0027] 

 Hơn nữa, bộ mã hóa của Ví dụ 6 là bộ mã hóa của bất kỳ một trong số Ví 

dụ 1 đến Ví dụ 4, trong đó mạch có thể mã hóa thông tin tốc độ gốc vào thông 

tin tăng cường bổ sung (SEI - supplemental enhancement information) được bao 

gồm trong dòng bit. 

[0028] 

 Với điều này, có thể mã hóa một cách hiệu quả thông tin liên quan đến 

tốc độ gốc dưới dạng thông tin bổ sung cho dữ liệu viđeo. 

[0029] 

 Hơn nữa, bộ mã hóa của Ví dụ 7 là bộ mã hóa của bất kỳ một trong số Ví 

dụ 1 đến Ví dụ 6, trong đó thông tin tốc độ gốc có thể chỉ báo khoảng cách giữa 

các ảnh của viđeo để tái tạo viđeo tại tốc độ thứ hai. 

[0030] 

 Với điều này, có thể mã hóa thông tin tốc độ gốc mà chỉ báo khoảng 

cách giữa các ảnh để tái tạo viđeo tại tốc độ gốc. Do đó, có thể tái tạo viđeo tại 

tốc độ tự nhiên theo khoảng cách giữa các ảnh. 

[0031] 

 Hơn nữa, bộ mã hóa của Ví dụ 8 là bộ mã hóa của bất kỳ một trong số Ví 

dụ 1 đến Ví dụ 7, trong đó thông tin tốc độ gốc có thể chỉ báo hệ số tỷ lệ của tốc 

độ thứ hai so với tốc độ thứ nhất. 

[0032] 

 Với điều này, có thể mã hóa thông tin tốc độ gốc mà chỉ báo hệ số tỷ lệ 

để tái tạo viđeo tại tốc độ gốc. Do đó, có thể tái tạo viđeo tại tốc độ tự nhiên theo 

hệ số tỷ lệ. 

[0033] 
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 Hơn nữa, bộ mã hóa của Ví dụ 9 là bộ mã hóa của Ví dụ 8, trong đó 

thông tin tốc độ gốc có thể bao gồm tham số tử số và tham số mẫu số, và hệ số 

tỷ lệ có thể được chỉ báo bằng cách chia tham số tử số cho tham số mẫu số. 

[0034] 

 Với điều này, có thể chỉ định chính xác hệ số tỷ lệ theo tham số tử số và 

tham số mẫu số. 

[0035] 

 Hơn nữa, bộ mã hóa của Ví dụ 10 là bộ mã hóa của bất kỳ một trong số 

Ví dụ 1 đến Ví dụ 9, trong đó, khi mã hóa viđeo, đối với mỗi lớp con theo thời 

gian được bao gồm trong dòng bit, mạch có thể mã hóa, vào dòng bit, mức khả 

năng tương thích được yêu cầu bởi bộ giải mã khi tái tạo viđeo tại tốc độ thứ 

hai. 

[0036] 

 Với điều này, có thể chỉ định một cách hiệu quả lớp con theo thời gian để 

tái tạo viđeo tại tốc độ gốc, theo mức khả năng tương thích của bộ giải mã. 

[0037] 

 Hơn nữa, bộ mã hóa của Ví dụ 11 là bộ mã hóa của bất kỳ một trong số 

Ví dụ 1 đến Ví dụ 10, trong đó, khi mã hóa viđeo, mạch có thể mã hóa, vào 

dòng bit, mức khả năng tương thích thứ nhất được yêu cầu bởi bộ giải mã khi tái 

tạo viđeo tại tốc độ thứ nhất và mức khả năng tương thích thứ hai được yêu cầu 

bởi bộ giải mã khi tái tạo viđeo tại tốc độ thứ hai. 

[0038] 

 Với điều này, có thể mã hóa mức khả năng tương thích để tái tạo viđeo 

tại tốc độ thứ nhất và mức khả năng tương thích để tái tạo viđeo tại tốc độ thứ 

hai. Theo đó, có thể xác định một cách hiệu quả liệu viđeo có thể được tái tạo tại 

tốc độ thứ nhất và liệu viđeo có thể được tái tạo tại tốc độ thứ hai hay không, 

theo mức khả năng tương thích của bộ giải mã. 
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[0039] 

 Hơn nữa, bộ mã hóa của Ví dụ 12 là bộ mã hóa của bất kỳ một trong số 

Ví dụ 1 đến Ví dụ 11, trong đó tốc độ thứ nhất có thể tương ứng với chuyển 

động chậm hoặc chuyển động nhanh, và mạch có thể mã hóa, vào dòng bit, 

viđeo dưới dạng viđeo chuyển động chậm hoặc viđeo chuyển động nhanh. 

[0040] 

 Với điều này, có thể mã hóa thông tin liên quan đến tốc độ gốc khi viđeo 

được mã hóa dưới dạng viđeo chuyển động chậm hoặc viđeo chuyển động 

nhanh. Theo đó, có thể tái tạo viđeo được mã hóa dưới dạng viđeo chuyển động 

chậm hoặc viđeo chuyển động nhanh tại tốc độ tự nhiên theo thông tin liên quan 

đến tốc độ gốc. 

[0041] 

 Hơn nữa, bộ mã hóa của Ví dụ 13 là bộ mã hóa của bất kỳ một trong số 

Ví dụ 1 đến Ví dụ 12, trong đó mạch còn có thể mã hóa, vào dòng bit, thông tin 

mà chỉ báo mối quan hệ giữa tốc độ thứ nhất và tốc độ thứ hai. 

[0042] 

 Với điều này, có thể chỉ định mối quan hệ giữa tốc độ gốc của viđeo và 

tốc độ của viđeo trong dòng bit. Theo đó, có thể thu nhận chính xác tốc độ tự 

nhiên của viđeo từ tốc độ của viđeo trong dòng bit, theo mối quan hệ này. 

[0043] 

 Hơn nữa, bộ mã hóa của Ví dụ 14 là bộ mã hóa của bất kỳ một trong số 

Ví dụ 1 đến Ví dụ 13, trong đó, khi mã hóa viđeo, mạch có thể mã hóa, vào 

dòng bit, thông tin tốc độ là thông tin (i) liên quan đến các tốc độ bao gồm tốc 

độ thứ hai, (ii) để tái tạo viđeo tại mỗi tốc độ đó, và (iii) bao gồm thông tin tốc 

độ gốc. 

[0044] 

 Với điều này, có thể tái tạo viđeo tại bất kỳ trong số nhiều tốc độ. 
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[0045] 

 Ngoài ra, bộ giải mã của ví dụ 15 là bộ giải mã bao gồm mạch và bộ nhớ 

được ghép nối tới mạch. Khi hoạt động, mạch giải mã viđeo từ một dòng bit, 

viđeo được chỉ định để được xuất ra tại tốc độ thứ nhất khác với tốc độ gốc của 

viđeo, và khi giải mã viđeo, mạch giải mã, từ dòng bit, thông tin tốc độ gốc liên 

quan đến tốc độ thứ hai là tốc độ gốc của viđeo. 

[0046] 

 Với điều này, có thể giải mã, từ dòng bit thông tin tốc độ gốc liên quan 

đến tốc độ gốc khác với tốc độ thứ nhất được chỉ định là tốc độ của viđeo, tức là 

tốc độ thứ hai mà là tốc độ tự nhiên của viđeo. Do đó, có thể tái tạo viđeo tại tốc 

độ tự nhiên từ dòng bit. 

[0047] 

 Hơn nữa, bộ giải mã của Ví dụ 16 là bộ giải mã của Ví dụ 15, trong đó 

mạch có thể giải mã, từ dòng bit thông tin thời gian và thông tin tỷ lệ dưới dạng 

thông tin tốc độ gốc, và tốc độ thứ hai có thể được tính toán dựa trên thông tin 

thời gian và thông tin tỷ lệ. 

[0048] 

 Theo đó, có thể chỉ định tốc độ thứ hai. Do đó, có thể thực hiện hoạt 

động tại tốc độ tự nhiên. 

[0049] 

 Hơn nữa, bộ giải mã của Ví dụ 17 là bộ giải mã của Ví dụ 15 hoặc 16, 

trong đó mạch có thể tiếp tục giải mã từ dòng bit, thông tin thời gian xuất hình 

liên quan đến thời gian xuất hình của viđeo. 

[0050] 

 Với cấu hình này, có thể chỉ định thời gian xuất hình của viđeo. Ngoài ra, 

cũng có thể điều chỉnh thời gian xuất hình của viđeo. 

[0051] 
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 Ngoài ra, bộ giải mã của ví dụ 18 là bộ giải mã của ví dụ 17, trong đó 

mạch có thể tiếp tục: thu nhận tín hiệu; tái tạo viđeo tại tốc độ thứ nhất bằng 

cách sử dụng thông tin thời gian xuất hình khi tín hiệu chỉ báo rằng viđeo được 

tái tạo tại tốc độ thứ nhất; và tái tạo viđeo tại tốc độ thứ hai bằng cách sử dụng 

thông tin tốc độ gốc khi tín hiệu chỉ báo rằng viđeo được tái tạo tại tốc độ thứ 

hai. 

[0052] 

 Với điều này, có thể chuyển đổi giữa xử lý tái tạo viđeo tại tốc độ thứ 

nhất bằng cách sử dụng thông tin thời gian xuất hình và xử lý tái tạo viđeo tại 

tốc độ thứ hai bằng cách sử dụng thông tin tốc độ gốc, theo tín hiệu. 

[0053] 

 Hơn nữa, bộ giải mã của Ví dụ 19 là bộ giải mã của bất kỳ một trong số 

Ví dụ 15 đến Ví dụ 18, trong đó mạch có thể giải mã thông tin tốc độ gốc từ 

thông tin tiêu đề được bao gồm trong dòng bit. 

[0054] 

 Với điều này, có thể giải mã một cách hiệu quả thông tin liên quan đến 

tốc độ gốc dưới dạng thông tin tiêu đề cho dữ liệu viđeo. 

[0055] 

 Hơn nữa, bộ giải mã của Ví dụ 20 là bộ giải mã của bất kỳ một trong số 

Ví dụ 15 đến Ví dụ 18, trong đó mạch có thể giải mã thông tin tốc độ gốc từ 

thông tin tăng cường bổ sung (SEI - supplemental enhancement information) 

được bao gồm trong dòng bit. 

[0056] 

 Với điều này, có thể giải mã một cách hiệu quả thông tin liên quan đến 

tốc độ gốc dưới dạng thông tin bổ sung cho dữ liệu viđeo. 

[0057] 

 Hơn nữa, bộ giải mã của Ví dụ 21 là bộ giải mã của bất kỳ một trong số 
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Ví dụ 15 đến Ví dụ 20, trong đó thông tin tốc độ gốc có thể chỉ báo khoảng cách 

giữa các ảnh của viđeo để tái tạo viđeo tại tốc độ thứ hai. 

[0058] 

 Với điều này, có thể giải mã thông tin tốc độ gốc mà chỉ báo khoảng 

cách giữa các ảnh để tái tạo viđeo tại tốc độ gốc. Do đó, có thể tái tạo viđeo tại 

tốc độ tự nhiên theo khoảng cách giữa các ảnh. 

[0059] 

 Hơn nữa, bộ giải mã của Ví dụ 22 là bộ giải mã của bất kỳ một trong số 

Ví dụ 15 đến Ví dụ 21, trong đó thông tin tốc độ gốc có thể chỉ báo hệ số tỷ lệ 

của tốc độ thứ hai so với tốc độ thứ nhất. 

[0060] 

 Với điều này, có thể giải mã thông tin tốc độ gốc mà chỉ báo hệ số tỷ lệ 

để tái tạo viđeo tại tốc độ gốc. Do đó, có thể tái tạo viđeo tại tốc độ tự nhiên theo 

hệ số tỷ lệ. 

[0061] 

 Hơn nữa, bộ giải mã của Ví dụ 23 là bộ giải mã của Ví dụ 22, trong đó 

thông tin tốc độ gốc có thể bao gồm tham số tử số và tham số mẫu số, và hệ số 

tỷ lệ có thể được chỉ báo bằng cách chia tham số tử số cho tham số mẫu số. 

[0062] 

 Với điều này, có thể chỉ định chính xác hệ số tỷ lệ theo tham số tử số và 

tham số mẫu số. 

[0063] 

 Ngoài ra, bộ giải mã của ví dụ 24 là bộ giải mã của bất kỳ một trong các 

ví dụ 15 đến 23, trong đó khi giải mã viđeo, đối với mỗi lớp con theo thời gian 

được bao gồm trong dòng bit, mạch có thể giải mã, từ dòng bit, mức khả năng 

tương thích được yêu cầu bởi bộ giải mã khi tái tạo viđeo tại tốc độ thứ hai. 

[0064] 
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 Với điều này, có thể chỉ định một cách hiệu quả lớp con theo thời gian để 

tái tạo viđeo tại tốc độ gốc, theo mức khả năng tương thích của bộ giải mã. 

[0065] 

 Ngoài ra, bộ giải mã của ví dụ 25 là bộ giải mã của bất kỳ một trong các 

ví dụ 15 đến 24, trong đó khi giải mã viđeo, mạch có thể giải mã, từ dòng bit, 

mức khả năng tương thích thứ nhất được yêu cầu bởi bộ giải mã khi tái tạo viđeo 

tại tốc độ thứ nhất và mức khả năng tương thích thứ hai được yêu cầu bởi bộ 

giải mã khi tái tạo viđeo tại tốc độ thứ hai. 

[0066] 

 Với điều này, có thể giải mã mức khả năng tương thích để tái tạo viđeo 

tại tốc độ thứ nhất và mức khả năng tương thích để tái tạo viđeo tại tốc độ thứ 

hai. Theo đó, có thể xác định một cách hiệu quả liệu viđeo có thể được tái tạo tại 

tốc độ thứ nhất và liệu viđeo có thể được tái tạo tại tốc độ thứ hai hay không, 

theo mức khả năng tương thích của bộ giải mã. 

[0067] 

 Ngoài ra, bộ giải mã của ví dụ 26 là bộ giải mã của bất kỳ một trong các 

ví dụ 15 đến 25, trong đó tốc độ thứ nhất có thể tương ứng với chuyển động 

chậm hoặc chuyển động nhanh, và mạch có thể giải mã, từ dòng bit, viđeo được 

mã hóa vào dòng bit dưới dạng viđeo chuyển động chậm hoặc viđeo chuyển 

động nhanh. 

[0068] 

 Với điều này, có thể giải mã thông tin liên quan đến tốc độ gốc khi viđeo 

được mã hóa dưới dạng viđeo chuyển động chậm hoặc viđeo chuyển động 

nhanh được giải mã. Theo đó, có thể tái tạo viđeo được mã hóa dưới dạng viđeo 

chuyển động chậm hoặc viđeo chuyển động nhanh tại tốc độ tự nhiên theo thông 

tin liên quan đến tốc độ gốc. 

[0069] 

 Ngoài ra, bộ giải mã của Ví dụ 27 là bộ giải mã của bất kỳ một trong các 



23 

Ví dụ 15 đến 26, trong đó mạch có thể tiếp tục giải mã, từ dòng bit, thông tin mà 

chỉ báo mối quan hệ giữa tốc độ thứ nhất và tốc độ thứ hai. 

[0070] 

 Với điều này, có thể chỉ định mối quan hệ giữa tốc độ gốc của viđeo và 

tốc độ của viđeo trong dòng bit. Theo đó, có thể thu nhận chính xác tốc độ tự 

nhiên của viđeo từ tốc độ của viđeo trong dòng bit, theo mối quan hệ này. 

[0071] 

 Ngoài ra, bộ giải mã của ví dụ 28 là bộ giải mã của bất kỳ một trong các 

ví dụ 15 đến 27, trong đó khi giải mã viđeo, mạch có thể giải mã, từ dòng bit, 

thông tin tốc độ là thông tin (i) liên quan đến các tốc độ bao gồm tốc độ thứ hai, 

(ii) để tái tạo viđeo tại mỗi tốc độ đó, và (iii) bao gồm thông tin tốc độ gốc. 

[0072] 

 Với điều này, có thể tái tạo viđeo tại bất kỳ trong số nhiều tốc độ. 

[0073] 

 Ngoài ra, thiết bị xuất dòng bit của ví dụ 29 bao gồm mạch và bộ nhớ 

được ghép nối tới mạch. Trong quá trình vận hành, mạch mã hóa viđeo thành 

dòng bit và xuất ra dòng bit, viđeo được chỉ định sẽ được xuất tại tốc độ thứ nhất 

khác với tốc độ gốc của viđeo, và trong quá trình mã hóa viđeo, mạch mã hóa 

vào dòng bit thông tin tốc độ gốc liên quan đến tốc độ thứ hai mà là tốc độ gốc 

của viđeo. 

[0074] 

 Với cấu hình này, có thể mã hóa vào dòng bit thông tin tốc độ gốc liên 

quan đến tốc độ gốc khác với tốc độ thứ nhất được chỉ định là tốc độ của viđeo, 

tức là tốc độ thứ hai mà là tốc độ tự nhiên của viđeo. Do đó, có thể tái tạo viđeo 

tại tốc độ tự nhiên từ dòng bit. 

[0075] 

 Ngoài ra, phương pháp mã hóa của Ví dụ 30 bao gồm mã hóa viđeo 
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thành dòng bit, trong đó viđeo được chỉ định sẽ được xuất tại tốc độ thứ nhất 

khác với tốc độ gốc của viđeo, và việc mã hóa viđeo bao gồm mã hóa, vào dòng 

bit, thông tin tốc độ gốc liên quan đến tốc độ thứ hai là tốc độ gốc của viđeo. 

[0076] 

 Với cấu hình này, có thể mã hóa vào dòng bit thông tin tốc độ gốc liên 

quan đến tốc độ gốc khác với tốc độ thứ nhất được chỉ định là tốc độ của viđeo, 

tức là tốc độ thứ hai mà là tốc độ tự nhiên của viđeo. Do đó, có thể tái tạo viđeo 

tại tốc độ tự nhiên từ dòng bit. 

[0077] 

 Ngoài ra, phương pháp giải mã của Ví dụ 31 bao gồm giải mã viđeo từ 

dòng bit, trong đó viđeo được chỉ định sẽ được xuất tại tốc độ thứ nhất khác với 

tốc độ gốc của viđeo, và việc giải mã viđeo bao gồm giải mã, từ dòng bit, thông 

tin tốc độ gốc liên quan đến tốc độ thứ hai là tốc độ gốc của viđeo. 

[0078] 

 Với điều này, có thể giải mã, từ dòng bit thông tin tốc độ gốc liên quan 

đến tốc độ gốc khác với tốc độ thứ nhất được chỉ định là tốc độ của viđeo, tức là 

tốc độ thứ hai mà là tốc độ tự nhiên của viđeo. Do đó, có thể tái tạo viđeo tại tốc 

độ tự nhiên từ dòng bit. 

[0079] 

 Ngoài ra, phương tiện bất biến đọc được bởi máy tính của Ví dụ 32 là 

phương tiện bất biến đọc được bởi máy tính lưu trữ dòng bit, trong đó dòng bit 

này bao gồm: viđeo được chỉ định sẽ được xuất tại tốc độ thứ nhất khác với tốc 

độ gốc của viđeo; và thông tin tốc độ gốc liên quan đến tốc độ thứ hai là tốc độ 

gốc của viđeo. 

[0080] 

 Với cấu hình này, có thể thu nhận, từ dòng bit thông tin tốc độ gốc liên 

quan đến tốc độ gốc khác với tốc độ thứ nhất được chỉ định là tốc độ của viđeo, 

tức là tốc độ thứ hai mà là tốc độ tự nhiên của viđeo. Do đó, có thể tái tạo viđeo 
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tại tốc độ tự nhiên từ dòng bit. 

[0081] 

 Ngoài ra, bộ mã hóa của Ví dụ 33 bao gồm bộ nhập, bộ phân chia, bộ dự 

đoán nội bộ, bộ dự đoán liên đới, bộ lọc vòng, bộ biến đổi, bộ lượng tử hóa, bộ 

mã hóa entropy, và bộ xuất. 

[0082] 

 Bộ nhập thu ảnh đầu vào. Bộ phân chia phân chia ảnh hiện tại thành các 

khối. 

[0083] 

 Bộ dự đoán nội bộ tạo ra các tín hiệu dự đoán của khối hiện tại được 

chứa trong ảnh hiện tại, nhờ sử dụng các điểm ảnh tham chiếu được chứa trong 

ảnh hiện tại. Bộ dự đoán liên đới tạo ra các tín hiệu dự đoán của khối hiện tại 

được chứa trong ảnh hiện tại, nhờ sử dụng khối tham chiếu được chứa trong ảnh 

tham chiếu khác với ảnh hiện tại. Bộ lọc vòng áp dụng việc lọc tới khối được 

khôi phục trong khối hiện tại được chứa trong ảnh hiện tại. 

[0084] 

 Bộ biến đổi tạo ra các hệ số được biến đổi bằng cách biến đổi các sai số 

dự đoán giữa các tín hiệu gốc của khối hiện tại được chứa trong ảnh hiện tại và 

các tín hiệu dự đoán được tạo ra bởi bộ dự đoán nội bộ hoặc bộ dự đoán liên đới. 

Bộ lượng tử hóa lượng tử hóa các hệ số biến đổi để tạo ra các hệ số được lượng 

tử hóa. Bộ mã hóa entropy áp dụng việc mã hóa độ dài biến thiên trên các hệ số 

được lượng tử hóa để tạo ra dòng bit được mã hóa. Các hệ số được lượng tử hóa 

mà việc mã hóa độ dài biến thiên đã được áp dụng tới và dòng bit được mã hóa 

bao gồm thông tin điều khiển sau được xuất ra từ bộ xuất. 

[0085] 

 Khi hoạt động, bộ mã hóa entropy mã hóa viđeo thành dòng bit, viđeo 

được chỉ định sẽ được xuất tại tốc độ thứ nhất khác với tốc độ gốc của viđeo, và 

khi mã hóa viđeo, bộ mã hóa entropy mã hóa, vào dòng bit, thông tin tốc độ gốc 



26 

liên quan đến tốc độ thứ hai là tốc độ gốc của viđeo. 

[0086] 

 Ngoài ra, bộ giải mã của ví dụ 34 bao gồm bộ nhập, bộ giải mã entropy, 

bộ lượng tử hóa ngược, bộ biến đổi ngược, bộ dự đoán nội bộ, bộ dự đoán liên 

đới, bộ lọc vòng, và bộ xuất. 

[0087] 

 Bộ nhập thu dòng bit được mã hóa. Bộ giải mã entropy áp dụng việc giải 

mã entropy trên dòng bit được mã hóa để thu nhận các hệ số được lượng tử hóa. 

Bộ lượng tử hóa ngược lượng tử hóa ngược các hệ số được lượng tử hóa để thu 

nhận các hệ số biến đổi. Bộ biến đổi ngược biến đổi ngược các hệ số được biến 

đổi để thu nhận các sai số dự đoán. 

[0088] 

 Bộ dự đoán nội bộ tạo ra các tín hiệu dự đoán của khối hiện tại được 

chứa trong ảnh hiện tại, nhờ sử dụng các điểm ảnh tham chiếu được chứa trong 

ảnh hiện tại. Bộ dự đoán liên đới tạo ra các tín hiệu dự đoán của khối hiện tại 

được chứa trong ảnh hiện tại, nhờ sử dụng khối tham chiếu được chứa trong ảnh 

tham chiếu khác với ảnh hiện tại. 

[0089] 

 Bộ lọc vòng áp dụng việc lọc tới khối được khôi phục trong khối hiện tại 

được chứa trong ảnh hiện tại. Ảnh hiện tại sau đó được xuất ra từ bộ xuất. 

[0090] 

 Khi hoạt động, bộ giải mã entropy giải mã viđeo từ dòng bit, viđeo được 

chỉ định sẽ được xuất tại tốc độ thứ nhất khác với tốc độ gốc của viđeo, và khi 

giải mã viđeo, bộ giải mã entropy giải mã, từ dòng bit, thông tin tốc độ gốc liên 

quan đến tốc độ thứ hai là tốc độ gốc của viđeo. 

[0091] 

 Ngoài ra, các khía cạnh chung hoặc riêng này có thể được thực hiện nhờ 
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sử dụng, hệ thống, thiết bị, phương pháp, mạch tích hợp, chương trình máy tính, 

hoặc phương tiện bất biến đọc được bởi máy tính như CD-ROM, hoặc bất kỳ kết 

hợp của các hệ thống, thiết bị, phương pháp, các mạch tích hợp, các chương 

trình máy tính, hoặc phương tiện. 

[0092] 

(Các định nghĩa của các thuật ngữ) 

 Các thuật ngữ tương ứng có thể được định nghĩa như được mô tả dưới 

đây như là các ví dụ. 

[0093] 

 (1) Ảnh 

 Ảnh là đơn vị dữ liệu được cấu hình với tập hợp của các điểm ảnh, là 

hình ảnh, hoặc bao gồm các khối nhỏ hơn ảnh. Các ảnh bao gồm ảnh tĩnh ngoài 

viđeo. 

[0094] 

 (2) Hình ảnh 

 Hình ảnh là đơn vị xử lý ảnh được cấu hình với tập hợp điểm ảnh, và 

cũng được gọi là khung hoặc trường. 

[0095] 

 (3) Khối 

 Khối là đơn vị xử lý mà là tập hợp của số lượng điểm ảnh cụ thể. Khối 

cũng viện dẫn tới như được thể hiện trong các ví dụ sau đây. Các dạng của các 

khối không bị giới hạn. Các ví dụ bao gồm dạng chữ nhật M×N điểm ảnh và 

dạng hình vuông M×M điểm ảnh đối với vị trí thứ nhất, và cũng bao gồm dạng 

tam giác, dạng hình tròn, và các dạng khác. 

[0096] 

 (Các ví dụ của các khối) 
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 - lát/ô/khối 

 - CTU / siêu khối / đơn vị phân chia cơ bản 

 - VPDU / đơn vị phân chia xử lý đối với phần cứng 

 - CU / đơn vị khối xử lý / đơn vị khối dự đoán (PU) / đơn vị khối biến 

đổi trực giao (TU) / đơn vị 

 - khối con 

[0097] 

 (4) điểm ảnh/mẫu 

 Điểm ảnh hoặc mẫu là điểm nhỏ nhất của ảnh. Các điểm ảnh hoặc các 

mẫu bao gồm không chỉ điểm ảnh tại vị trí nguyên mà còn điểm ảnh tại vị trí 

điểm ảnh con được tạo ra dựa trên điểm ảnh tại vị trí điểm ảnh nguyên. 

[0098] 

 (5) giá trị điểm ảnh / giá trị mẫu 

 Giá trị điểm ảnh hoặc giá trị mẫu là giá trị đặc trưng của điểm ảnh. Các 

giá trị điểm ảnh hoặc mẫu rõ ràng bao gồm giá trị độ chói, giá trị sắc độ, mức 

chuyển tiếp RGB và cũng bao hàm giá trị độ sâu, hoặc giá trị nhị phân bằng 0 

hoặc 1. 

[0099] 

 (6) Cờ 

 Cờ chỉ báo một hoặc nhiều bit, và có thể là, ví dụ, tham số hoặc chỉ số 

được biểu diễn bởi hai bit hoặc nhiều hơn. Ngoài ra, cờ có thể chỉ báo không chỉ 

giá trị nhị phân được biểu diễn bởi số nhị phân mà con giá trị phức được biểu 

diễn bởi số khác ngoài số nhị phân. 

[0100] 

 (7) Tín hiệu 

 Tín hiệu là tín hiệu được ký tự hóa hoặc được mã hóa để mang thông tin. 



29 

Các tín hiệu bao gồm tín hiệu số rời rạc và tín hiệu tương tự mà mang giá trị liên 

tục. 

[0101] 

 (8) Dòng/dòng bit 

 Dòng hoặc dòng bit là chuỗi dữ liệu số hoặc dòng dữ liệu số. Dòng hoặc 

dòng bit có thể là một dòng hoặc có thể được cấu hình với nhiều dòng mà có 

nhiều lớp phân cấp. Dòng hoặc dòng bit có thể được truyền trong truyền thông 

nối tiếp nhờ sử dụng một đường truyền, hoặc có thể được truyền trong truyền 

thông gói tin nhờ sử dụng nhiều đường truyền. 

[0102] 

 (9) Độ chênh lệch 

 Trong trường hợp của đại lượng vô hướng, chỉ cần thiết rằng độ chênh 

lệch đơn giản (x - y) và việc tính toán độ chênh lệch được bao gồm. Các độ 

chênh lệch bao gồm giá trị tuyệt đối của độ chênh lệch (|x - y|), độ chênh lệch 

bình phương (x^2 - y^2), căn bậc hai của độ chênh lệch (√(x - y)), độ chênh lệch 

trọng số (ax - by: a và b là hằng số), độ chênh lệch độ dịch (x - y + a: a là độ 

dịch). 

[0103] 

 (10) Tổng 

 Trong trường hợp của đại lượng vô hướng, chỉ cần thiết rằng tổng đơn 

giản (x - y) và việc tính toán tổng được bao gồm. Các tổng bao gồm giá trị tuyệt 

đối của tổng (|x + y|), tổng bình phương (x^2 + y^2), căn bậc hai của tổng (√(x + 

y)), tổng trọng số (ax + by: a và b là hằng số), tổng độ dịch (x + y + a: a là độ 

dịch). 

[0104] 

 (11) được dựa trên 

 Cụm từ “được dựa trên điều gì đó” có nghĩa rằng điều gì đó khác có thể 
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được xem xét. Ngoài ra, “dựa trên” có thể được sử dụng trong trường hợp trong 

đó kết quả trực tiếp được thu nhận hoặc trường hợp trong đó kết quả được thu 

nhận thông qua kết quả trung gian. 

[0105] 

 (12) được sử dụng, sử dụng 

 Cụm từ “điều gì đó được sử dụng” hoặc “sử dụng điều gì đó” có nghĩa 

rằng điều gì đó khác có thể được xem xét. Ngoài ra, “được sử dụng” hoặc “sử 

dụng” có thể được sử dụng trong trường hợp trong đó kết quả trực tiếp được thu 

nhận hoặc trường hợp trong đó kết quả được thu nhận thông qua kết quả trung 

gian. 

[0106] 

 (13) chặn, cấm 

 Cụm từ “chặn” hoặc “cấm” có thể có nghĩa là “không cấp phép” hoặc 

“không cho phép”. Ngoài ra, “không bị chặn/cấm” hoặc “được cấp phép/cho 

phép” không luôn có nghĩa là “nghĩa vụ”. 

[0107] 

 (14) giới hạn, sự hạn chế/hạn chế/bị hạn chế 

 Cụm từ “giới hạn” hoặc “sự hạn chế/hạn chế/bị hạn chế” có thể có nghĩa 

là “không cấp phép/cho phép” hoặc “không được cấp phép/cho phép”. Ngoài ra, 

“không bị chặn/cấm” hoặc “được cấp phép/cho phép” không luôn có nghĩa là 

“nghĩa vụ”. Ngoài ra, chỉ cần thiết rằng một phần của điều gì đó bị cấm/chặn về 

mặt định lượng hoặc chất lượng, và điều này có thể bị chặn/cấm hoàn toàn. 

[0108] 

 (15) sắc độ 

 Tính từ, được biểu diễn bởi các ký tự Cb và Cr, chỉ rõ rằng mảng mẫu 

hoặc mẫu đơn đang biểu diễn một trong số hai tín hiệu chênh lệch màu liên quan 

đến các màu sơ cấp. Thuật ngữ sắc độ có thể được sử dụng thay vì thuật ngữ 
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chroma. 

[0109] 

 (16) Độ chói 

 Tính từ, được biểu diễn bởi ký tự hoặc chỉ số dưới Y hoặc L, chỉ rõ rằng 

mảng mẫu hoặc mẫu đơn đang biểu diễn tín hiệu đơn sắc liên quan đến các màu 

sơ cấp. Thuật ngữ độ chói có thể được sử dụng thay vì thuật ngữ luma. 

[0110] 

[Các ghi chú liên quan đến các phần mô tả] 

 Trong các hình vẽ, các số chỉ dẫn giống nhau ký hiệu các bộ phận giống 

hoặc tương tự nhau. Các kích cỡ và các vị trí tương đối của các bộ phận không 

cần thiết được vẽ bởi cùng kích cỡ. 

[0111] 

 Sau đây, các phương án sẽ được mô tả có viện dẫn tới các hình vẽ. Lưu ý 

rằng các phương án được mô tả dưới đây thể hiện ví dụ chung hoặc cụ thể. Các 

giá trị số, các dạng, các dữ liệu, các thành phần, cách sắp xếp và kết nối của các 

thành phần, các bước, quan hệ và thứ tự của các bước, v.v, được chỉ báo trong 

các phương án sau đây chỉ là các ví dụ, và không nhằm mục đích làm giới hạn 

phạm vi của yêu cầu bảo hộ. 

[0112] 

 Các phương án của bộ mã hóa và bộ giải mã sẽ được mô tả dưới đây. 

Các phương án là các ví dụ của bộ mã hóa và bộ giải mã mà các xử lý và/hoặc 

các cấu trúc được thể hiện trong phần mô tả của các khía cạnh của sáng chế có 

thể được áp dụng tới. Các xử lý và/hoặc các cấu trúc có thể cũng được thực hiện 

trong bộ mã hóa và bộ giải mã khác với theo các phương án này. Ví dụ, liên 

quan đến các xử lý và/hoặc các cấu trúc như được áp dụng tới các phương án 

của sáng chế, bất kỳ trong số phần sau đây có thể được thực hiện: 

[0113] 
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 (1)   Bất kỳ các thành phần của bộ mã hóa hoặc bộ giải mã theo các 

phương án được thể hiện trong phần mô tả của các khía cạnh của sáng chế có thể 

được thay thế hoặc được kết hợp với thành phần khác được thể hiện bất kỳ trong 

phần mô tả của các khía cạnh của sáng chế. 

[0114] 

 (2)   Trong bộ mã hóa hoặc bộ giải mã theo các phương án, các thay 

đổi tùy chọn có thể được thực hiện tới các chức năng hoặc các xử lý được thực 

hiện bởi một hoặc nhiều thành phần của bộ mã hóa hoặc bộ giải mã, như bổ 

sung, thay thế, loại bỏ, v.v, của các chức năng hoặc các xử lý. Ví dụ, bất kỳ chức 

năng hoặc xử lý có thể được thay thế hoặc được kết hợp với chức năng hoặc xử 

lý khác được thể hiện trong bất kỳ phần mô tả của các khía cạnh của sáng chế. 

[0115] 

 (3)   Trong các phương pháp được thực hiện bởi bộ mã hóa hoặc bộ 

giải mã theo các phương án, các thay đổi tùy chọn có thể được thực hiện như bổ 

sung, thay thế, và loại bỏ của một hoặc nhiều xử lý được nằm trong phương 

pháp này. Ví dụ, bất kỳ xử lý trong phương pháp này có thể được thay thế hoặc 

được kết hợp với xử lý khác được thể hiện trong bất kỳ phần mô tả của các khía 

cạnh của sáng chế. 

[0116] 

 (4)   Một hoặc nhiều thành phần được chứa trong bộ mã hóa hoặc bộ 

giải mã theo các phương án có thể được kết hợp với thành phần được thể hiện 

trong bất kỳ phần mô tả của các khía cạnh của sáng chế, có thể được kết hợp với 

thành phần bao gồm một hoặc nhiều chức năng được thể hiện trong bất kỳ phần 

mô tả của các khía cạnh của sáng chế, và có thể được kết hợp với thành phần mà 

thực hiện một hoặc nhiều xử lý được thực hiện bởi thành phần được thể hiện 

trong phần mô tả của các khía cạnh của sáng chế. 

[0117] 

 (5)   Thành phần bao gồm một hoặc nhiều chức năng của bộ mã hóa 
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hoặc bộ giải mã theo các phương án, hoặc thành phần mà thực hiện một hoặc 

nhiều xử lý của bộ mã hóa hoặc bộ giải mã theo các phương án, có thể được kết 

hợp hoặc được thay thế với thành phần được thể hiện trong bất kỳ phần mô tả 

của các khía cạnh của sáng chế, với thành phần bao gồm một hoặc nhiều chức 

năng được thể hiện trong bất kỳ phần mô tả của các khía cạnh của sáng chế, 

hoặc với thành phần mà thực hiện một hoặc nhiều xử lý được thể hiện trong bất 

kỳ phần mô tả của các khía cạnh của sáng chế. 

[0118] 

 (6)   Trong các phương pháp được thực hiện bởi bộ mã hóa hoặc bộ 

giải mã theo các phương án, bất kỳ xử lý được chứa trong phương pháp có thể 

được thay thế hoặc được kết hợp với xử lý được thể hiện trong bất kỳ phần mô 

tả của các khía cạnh của sáng chế hoặc với bất ký xử lý tương ứng hoặc tương 

đương. 

[0119] 

 (7)   Một hoặc nhiều xử lý được chứa trong các phương pháp được 

thực hiện bởi bộ mã hóa hoặc bộ giải mã theo các phương án có thể được kết 

hợp với xử lý được thể hiện trong bất kỳ phần mô tả của các khía cạnh của sáng 

chế. 

[0120] 

 (8)   Cách thức thực hiện của các xử lý và/hoặc các cấu trúc được thể 

hiện trong phần mô tả của các khía cạnh của sáng chế không bị giới hạn ở bộ mã 

hóa hoặc bộ giải mã theo các phương án. Ví dụ, các xử lý và/hoặc các cấu trúc 

có thể được thực hiện trong thiết bị được sử dụng cho mục đích khác với bộ mã 

hóa ảnh động hoặc bộ giải mã ảnh động được bộc lộ trong các phương án. 

[0121] 

[Cấu trúc hệ thống] 

 FIG.1 là sơ đồ giản lược minh họa một ví dụ về cấu trúc của hệ thống 

truyền theo phương án của sáng chế. 
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[0122] 

 Hệ thống truyền Trs là hệ thống mà truyền dòng được tạo ra bằng cách 

mã hóa ảnh và giải mã dòng được truyền. Hệ thống truyền Trs như này bao gồm, 

ví dụ, bộ mã hóa 100, mạng Nw, và bộ giải mã 200 như được minh họa trong 

FIG.1. 

[0123] 

 Ảnh được đưa vào bộ mã hóa 100. Bộ mã hóa 100 tạo ra dòng bằng cách 

mã hóa ảnh đầu vào, và xuất ra dòng tới mạng Nw. Dòng bao gồm, ví dụ, ảnh 

được mã hóa và thông tin điều khiển để giải mã ảnh được mã hóa. Ảnh được nén 

bằng cách mã hóa. 

[0124] 

 Cần lưu ý rằng ảnh trước đó trước khi được mã hóa và được đưa vào bộ 

mã hóa 100 cũng được gọi là ảnh gốc, tín hiệu gốc, hoặc mẫu gốc. Ảnh có thể là 

viđeo hoặc ảnh tĩnh. Ảnh là khái niệm chung của chuỗi, hình ảnh, và khối, và do 

đó không bị giới hạn ở vùng không gian mà có kích cỡ cụ thể và vùng thời gian 

mà có kích cỡ cụ thể trừ khi được chỉ rõ khác. Ảnh là mảng của các điểm ảnh 

hoặc các giá trị điểm ảnh, và tín hiệu mà biểu diễn ảnh hoặc các giá trị điểm ảnh 

cũng được gọi là các mẫu. Dòng có thể được gọi là dòng bit, dòng bit được mã 

hóa, dòng bit được nén, hoặc tín hiệu được mã hóa. Ngoài ra, bộ mã hóa có thể 

được gọi là bộ mã hóa ảnh hoặc bộ mã hóa viđeo. Phương pháp mã hóa được 

thực hiện bởi bộ mã hóa 100 có thể được gọi là phương pháp mã hóa, phương 

pháp mã hóa ảnh, hoặc phương pháp mã hóa viđeo. 

[0125] 

 Mạng Nw truyền dòng được tạo ra bởi bộ mã hóa 100 tới bộ giải mã 200. 

Mạng Nw có thể là mạng Internet, mạng diện rộng (WAN-Wide Area Network), 

mạng vùng cục bộ (LAN-Local Area Network), hoặc bất kỳ kết hợp của các 

mạng này. Mạng Nw không luôn bị giới hạn ở mạng truyền thông hai chiều, và 

có thể là mạng truyền thông một chiều mà truyền các sóng quảng bá của quảng 
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bá mặt đất số, quảng bá vệ tinh, hoặc loại tương tự. Ngoài ra, mạng Nw có thể 

được thay thế bởi phương tiện như Đĩa đa năng số (DVD-Digital Versatile Disc) 

và đĩa Blu-Ray (BD-Blu-Ray) (R), v.v mà trên đó dòng được ghi. 

[0126] 

 Bộ giải mã 200 tạo ra, ví dụ, ảnh được giải mã mà là ảnh không được 

nén, bằng cách giải mã dòng được truyền bởi mạng Nw. Ví dụ, bộ giải mã giải 

mã dòng theo phương pháp giải mã tương ứng với phương pháp mã hóa được sử 

dụng bởi bộ mã hóa 100. 

[0127] 

 Cần lưu ý rằng bộ giải mã có thể cũng được gọi là bộ giải mã ảnh hoặc 

bộ giải mã viđeo, và phương pháp giải mã được thực hiện bởi bộ giải mã 200 có 

thể cũng được gọi là phương pháp giải mã, phương pháp giải mã ảnh, hoặc 

phương pháp giải mã viđeo. 

[0128] 

[Cấu trúc dữ liệu] 

 FIG.2 là sơ đồ để minh họa một ví dụ về cấu trúc phân cấp của dữ liệu 

trong dòng. Dòng bao gồm, ví dụ, chuỗi viđeo. Như được minh họa trong phần 

(a) của FIG.2, chuỗi viđeo bao gồm tập hợp tham số viđeo (VPS-video 

parameter set), tập hợp tham số chuỗi (SPS-sequence parameter set), tập hợp 

tham số ảnh (PPS-picture parameter set), thông tin nâng cao bổ sung 

(SEI-supplemental enhancement information), và nhiều ảnh. 

[0129] 

 Trong viđeo mà có nhiều lớp, VPS bao gồm tham số mã hóa mà là chung 

giữa một vài lớp, và tham số mã hóa liên quan đến một vài lớp được chứa trong 

viđeo hoặc liên quan đến lớp riêng biệt. 

[0130] 

 SPS bao gồm tham số mà được sử dụng cho chuỗi, tức là, tham số mã 
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hóa mà bộ giải mã 200 viện dẫn tới để giải mã chuỗi. Ví dụ, tham số mã hóa có 

thể chỉ báo độ rộng hoặc độ cao của ảnh. Cần lưu ý rằng các SPS có thể được 

hiện diện. 

[0131] 

 PPS bao gồm tham số mà được sử dụng cho ảnh, tức là, tham số mã hóa 

mà bộ giải mã 200 viện dẫn tới để giải mã mỗi ảnh trong chuỗi. Ví dụ, tham 

chiếu mã hóa có thể bao gồm giá trị tham chiếu đối với độ rộng lượng tử hóa mà 

được sử dụng để giải mã ảnh và cờ mà chỉ báo việc áp dụng dự đoán có trọng số. 

Cần lưu ý rằng các PPS có thể được hiện diện. Mỗi SPS và PPS có thể được gọi 

đơn giản là tập hợp tham số. 

[0132] 

 Như được minh họa trong phần (b) của FIG.2, ảnh có thể bao gồm thông 

tin tiêu đề ảnh và ít nhất một lát. Thông tin tiêu đề ảnh bao gồm tham số mã hóa 

mà bộ giải mã 200 viện dẫn tới để giải mã ít nhất một lát. 

[0133] 

 Như được minh họa trong phần (c) của FIG.2, lát bao gồm thông tin tiêu 

đề lát và ít nhất một viên. Thông tin tiêu đề lát bao gồm tham số mã hóa mà bộ 

giải mã 200 viện dẫn tới để giải mã ít nhất một viên. 

[0134] 

 Như được minh họa trong phần (d) của FIG.2, viên bao gồm ít nhất một 

đơn vị cây mã hóa (CTU-coding tree unit). 

[0135] 

 Cần lưu ý rằng ảnh có thể không bao gồm bất kỳ lát và có thể bao gồm 

nhóm ô thay vì lát. Trong trường hợp này, nhóm ô bao gồm ít nhất một ô. Ngoài 

ra, viên có thể bao gồm lát. 

[0136] 

 CTU cũng được gọi là siêu khôi hoặc đơn vị phân chia cơ sở. Như được 
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minh họa trong phần (e) của FIG.2, CTU như này bao gồm thông tin tiêu đề 

CTU và ít nhất một đơn vị mã hóa (CU-coding unit). Thông tin tiêu đề CTU bao 

gồm tham số mã hóa mà bộ giải mã 200 viện dẫn tới để giải mã ít nhất một CU. 

[0137] 

 CU có thể được phân chia thành nhiều CU nhỏ hơn. Như được minh họa 

trong phần (f) của FIG.2, CU bao gồm thông tin tiêu đề CU, thông tin dự đoán, 

và thông tin hệ số dư. Thông tin dự đoán là thông tin để dự đoán CU, và thông 

tin hệ số dư là thông tin mà chỉ báo phần dư dự đoán được mô tả sau đây. Mặc 

dù CU về cơ bản tương tự như đơn vị dự đoán (PU-prediction unit) và đơn vị 

biến đổi (TU-transform unit), cần lưu ý rằng, ví dụ, biến đổi khối con 

(SBT-sub-block transform) được mô tả sau đây có thể bao gồm nhiều TU nhỏ 

hơn CU. Ngoài ra, CU có thể được xử lý đối với mỗi đơn vị mã hóa đường ống 

ảo (VPDU-virtual pipeline decoding unit) được chứa trong CU. VPDU là, ví dụ, 

đơn vị cố định mà có thể được xử lý tại một giai đoạn khi xử lý đường ống được 

thực hiện trong phần cứng. 

[0138] 

 Cần lưu ý rằng dòng có thể không bao gồm một phần lớp phân cấp được 

minh họa trong FIG.2. Bậc của lớp phân cấp có thể được trao đổi, hoặc bất kỳ 

các lớp phân cấp có thể được thay thế bởi lớp phân cấp khác. Ở đây, ảnh mà là 

đích cho xử lý mà sẽ được thực hiện bởi thiết bị như bộ mã hóa 100 hoặc bộ giải 

mã 200 được gọi là ảnh hiện tại. Ảnh hiện tại có nghĩa là ảnh hiện tại cần được 

mã hóa khi xử lý là xử lý mã hóa, và ảnh hiện tại có nghĩa là ảnh hiện tại cần 

được giải mã khi xử lý là xử lý giải mã. Tương tự, ví dụ, CU hoặc khối của các 

CU mà là đích cho xử lý mà sẽ được thực hiện bởi thiết bị như bộ mã hóa 100 

hoặc bộ giải mã 200 được gọi là khối hiện tại. Khối hiện tại có nghĩa là khối 

hiện tại cần được mã hóa khi xử lý là xử lý mã hóa, và khối hiện tại có nghĩa là 

khối hiện tại cần được giải mã khi xử lý là xử lý giải mã. 

[0139] 
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[Cấu trúc ảnh: Lát/ô] 

 Ảnh có thể được tạo cấu hình từ một hoặc nhiều đơn vị lát hoặc đơn vị ô 

để giải mã ảnh một cách song song. 

[0140] 

 Các lát là các đơn vị mã hóa cơ bản được chứa trong ảnh. Ảnh có thể bao 

gồm, ví dụ, một hoặc nhiều lát. Ngoài ra, lát bao gồm một hoặc nhiều đơn vị cây 

mã hóa (CTU-coding tree unit) liên tiếp. 

[0141] 

 FIG.3 là sơ đồ để minh họa một ví dụ về cấu trúc lát. Ví dụ, ảnh bao gồm 

các CTU 11×8 CTU, và được phân chia thành bốn lát (các lát 1 đến 4). Lát 1 bao 

gồm mười sáu CTU, lát 2 bao gồm hai mươi mốt CTU, lát 3 bao gồm hai mươi 

chín CTU, và lát 4 bao gồm hai mươi hai CTU. Ở đây, mỗi CTU trong ảnh 

thuộc về một trong số các lát. Dạng của mỗi lát là dạng thu được bằng cách phân 

chia ảnh theo chiều ngang. Biên của mỗi lát không cần trùng với đầu mút của 

ảnh, và có thể trùng với bất kỳ trong số các biên giữa các CTU trong ảnh. Thứ tự 

xử lý của các CTUs trong lát (thứ tự mã hóa hoặc thứ tự giải mã) là, ví dụ, thứ 

tự quét mành. Lát bao gồm thông tin tiêu đề lát và dữ liệu được mã hóa. Các đặc 

điểm của lát có thể được ghi trong thông tin tiêu đề lát. Các đặc điểm này bao 

gồm địa chỉ CTU của CTU trên cùng trong lát, loại lát, v.v. 

[0142] 

 Ô là đơn vị của vùng chữ nhật được chứa trong ảnh. Mỗi ô có thể được 

gán với số hiệu được gọi là TileId trong thứ tự quét mành. 

[0143] 

 FIG.4 là sơ đồ để minh họa một ví dụ về cấu trúc ô. Ví dụ, ảnh bao gồm 

các CTU 11×8, và được phân chia thành bốn ô của các vùng chữ nhật (các ô 1 

đến 4). Khi các ô được sử dụng, thứ tự xử lý của các CTU được thay đổi từ thứ 

tự xử lý trong trường hợp trong đó không có ô được sử dụng. Khi không có ô 

được sử dụng, các CTU trong ảnh được xử lý trong thứ tự quét mành. Khi nhiều 
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ô được sử dụng, ít nhất một CTU trong mỗi ô được xử lý trong thứ tự quét mành. 

Ví dụ, như được minh họa trong FIG.4 thứ tự xử lý của các CTU được chứa 

trong ô 1 là thứ tự mà bắt đầu từ phía trái của cột thứ nhất của ô 1 hướng tới 

phía phải của cột thứ nhất của ô 1 và sau đó bắt đầu từ phía trái của cột thứ hai 

của ô 1 hướng tới phía phải của cột thứ hai của ô 1. 

[0144] 

 Cần lưu ý rằng một ô có thể bao gồm một hoặc nhiều lát, và một lát có 

thể bao gồm một hoặc nhiều ô. 

[0145] 

 Cần lưu ý rằng ảnh có thể được cấu hình với một hoặc nhiều tập hợp ô. 

Tập hợp ô có thể bao gồm một hoặc nhiều nhóm ô, hoặc một hoặc nhiều ô. Ảnh 

có thể được cấu hình với chỉ một trong số tập hợp ô, nhóm ô, và ô. Ví dụ, thứ tự 

quét của các ô đối với mỗi tập hợp ô trong thứ tự quét mành được giả định là thứ 

tự mã hóa cơ sở của các ô. Tập hợp của một hoặc nhiều ô mà liên tục trong thứ 

tự mã hóa cơ sở trong mỗi tập hợp ô được giả định là nhóm ô. Ảnh này có thể 

được cấu hình bởi bộ phân chia 102 (xem FIG.7) được mô tả sau đây. 

[0146] 

[Mã hóa có thể biến đổi] 

 Các Fig.5 và Fig.6 là các sơ đồ minh họa các ví dụ về các cấu trúc dòng 

có thể biến đổi. 

[0147] 

 Như được minh họa trong FIG.5, bộ mã hóa 100 có thể tạo ra dòng có 

thể biến đổi theo thời gian/không gian bằng cách chia mỗi ảnh thành bất kỳ lớp 

và mã hóa ảnh trong lớp. Ví dụ, bộ mã hóa 100 mã hóa ảnh đối với mỗi lớp, nhờ 

đó đạt được khả năng biến đổi trong đó lớp nâng cao nằm phía trên lớp cơ sở. 

Việc mã hóa này của mỗi ảnh cũng được gọi là mã hóa có thể biến đổi. Theo 

cách này, bộ giải mã 200 có thể chuyển đổi chất lượng ảnh của ảnh mà được 

hiển thị bằng cách giải mã dòng. Nói cách khác, bộ giải mã 200 xác định lớp nào 
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để giải mã dựa trên các yếu tố bên trong như khả năng xử lý của bộ giải mã 200 

và các yếu tố bên ngoài như trạng thái của băng thông truyền thông. Kết quả là, 

bộ giải mã 200 có khả năng giải mã nội dung trong khi chuyển đổi tự do giữa độ 

phân giải thấp và độ phân giải cao. Ví dụ, người dùng của dòng xem viđeo của 

dòng nửa chừng nhờ sử dụng điện thoại thông minh trên đường về nhà, và tiếp 

tục xem viđeo tại nhà trên thiết bị như TV được kết nối tới Internet. Cần lưu ý 

rằng mỗi điện thoại thông minh và thiết bị được mô tả nêu trên bao gồm bộ giải 

mã 200 mà có các chức năng giống hoặc khác nhau. Trong trường hợp này, khi 

thiết bị giải mã các lớp tới lớp cao hơn trong dòng, người dùng có thể xem viđeo 

tại chất lượng cao ở nhà. Theo cách này, bộ mã hóa 100 không cần tạo ra các 

dòng mà có các chất lượng ảnh khác nhau của cùng nội dung, và nhờ đó tải xử 

lý có thể được làm giảm. 

[0148] 

 Ngoài ra, lớp nâng cao có thể bao gồm siêu thông tin dựa trên thông tin 

thống kê về ảnh. Bộ giải mã 200 có thể tạo ra viđeo mà chất lượng ảnh của nó 

được tăng cường bằng cách thực hiện việc tạo ảnh siêu phân giải trên ảnh trong 

lớp cơ sở dựa trên siêu dữ liệu. Việc tạo ảnh siêu phân giải có thể là bất kỳ cải 

thiện về tỷ lệ tín hiệu trên tạp âm (SN) trong cùng độ phân giải và tăng độ phân 

giải. Siêu dữ liệu có thể bao gồm thông tin để nhận dạng hệ số lọc tuyến tính 

hoặc phi tuyến, như được sử dụng trong xử lý siêu phân giải, hoặc thông tin mà 

nhận dạng giá trị tham số trong xử lý lọc, nhận biết máy, hoặc phương pháp bình 

phương tối thiểu được sử dụng trong xử lý siêu phân giải. 

[0149] 

 Ngoài ra, cấu trúc có thể được đề xuất trong đó ảnh được chia thành, ví 

dụ, các lát theo, ví dụ, ý nghĩa của đối tượng trong ảnh. Trong trường hợp này, 

bộ giải mã 200 có thể giải mã chỉ một phần vùng trong ảnh bằng cách lựa chọn ô 

cần được giải mã. Ngoài ra, thuộc tính của đối tượng (người, xe, bóng, v.v.) và 

vị trí của đối tượng trong ảnh (các tọa độ trong các ảnh đồng nhất) có thể được 

lưu trữ như là siêu dữ liệu. Trong trường hợp này, bộ giải mã 200 có khả năng 
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nhận dạng vị trí của đối tượng mong muốn dựa trên siêu dữ liệu, và xác định ô 

bao gồm đối tượng. Ví dụ, như được minh họa trong FIG.6, siêu dữ liệu có thể 

được lưu trữ nhờ sử dụng cấu trúc lưu trữ dữ liệu khác với dữ liệu ảnh, như SEI 

(supplemental enhancement information-thông tin nâng cao bổ sung) trong 

HEVC. Siêu dữ liệu này chỉ báo, ví dụ, vị trí, kích cỡ, hoặc màu của đối tượng 

chính. 

[0150] 

 Siêu dữ liệu có thể được lưu trữ trong các đơn vị của các ảnh, như dòng, 

chuỗi, hoặc đơn vị truy nhập ngẫu nhiên. Theo cách này, bộ giải mã 200 có thể 

thu nhận, ví dụ, thời điểm mà tại đó người cụ thể xuất hiện trong viđeo, và bằng 

cách ghép thông tin thời gian với thông tin đơn vị ảnh, có thể nhận dạng ảnh 

trong đó đối tượng được hiện diện và xác định vị trí của đối tượng trong ảnh. 

[0151] 

[Bộ mã hóa] 

 Tiếp theo, bộ mã hóa 100 theo phương án này được mô tả. FIG.7 là sơ 

đồ khối minh họa một ví dụ về cấu trúc của bộ mã hóa 100 theo phương án của 

sáng chế. Bộ mã hóa 100 mã hóa ảnh trong các đơn vị của khối. 

[0152] 

 Như được minh họa trong FIG.7, bộ mã hóa 100 là thiết bị mà mã hóa 

ảnh trong các đơn vị của khối, và bao gồm bộ phân chia 102, bộ trừ 104, bộ biến 

đổi 106, bộ lượng tử hóa 108, bộ mã hóa entropy 110, bộ lượng tử hóa ngược 

112, bộ biến đổi ngược 114, bộ cộng 116, bộ nhớ khối 118, bộ lọc vòng 120, bộ 

nhớ khung 122, bộ nội dự đoán 124, bộ dự đoán liên đới 126, bộ điều khiển dự 

đoán 128, và bộ tạo tham số dự đoán 130. Cần lưu ý rằng bộ nội dự đoán 124 và 

bộ dự đoán liên đới 126 có cấu trúc như là một phần của bộ thực thi dự đoán. 

[0153] 

[Ví dụ bố trí của bộ mã hóa] 

 FIG.8 là sơ đồ khối minh họa ví dụ bố trí của bộ mã hóa 100. Bộ mã hóa 
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100 bao gồm bộ xử lý a1 và bộ nhớ a2. Ví dụ, các bộ phận cấu thành của bộ mã 

hóa 100 được minh họa trong FIG.7 được bố trí trên bộ xử lý a1 và bộ nhớ a2 

được minh họa trong FIG.8. 

[0154] 

 Bộ xử lý a1 là mạch mà thực hiện xử lý thông tin và có thể truy nhập 

được tới bộ nhớ a2. Ví dụ, bộ xử lý a1 là mạch điện tử dành riêng hoặc chung 

mà mã hóa ảnh. Bộ xử lý a1 có thể là bộ xử lý như CPU. Ngoài ra, bộ xử lý a1 

có thể là kết hợp của nhiều mạch điện tử. Ngoài ra, ví dụ, bộ xử lý a1 có thể 

đóng vai trò của hai thành phần cấu thành hoặc nhiều hơn ngoài thành phần cấu 

thành để lưu trữ thông tin trong số các thành phần cấu thành của bộ mã hóa 100 

được minh họa trong FIG.7, v.v. 

[0155] 

 Bộ nhớ a2 là bộ nhớ chung hoặc dành riêng để lưu trữ thông tin mà được 

sử dụng bởi bộ xử lý a1 để mã hóa ảnh. Bộ nhớ a2 có thể là mạch điện tử, và có 

thể được kết nối tới bộ xử lý a1. Ngoài ra, bộ nhớ a2 có thể được chứa trong bộ 

xử lý a1. Ngoài ra, bộ nhớ a2 có thể là kết hợp của nhiều mạch điện tử. Ngoài ra, 

bộ nhớ a2 có thể là đĩa từ, đĩa quang, hoặc loại tương tự, hoặc có thể được biểu 

diễn như là bộ lưu trữ, phương tiện, hoặc loại tương tự. Ngoài ra, bộ nhớ a2 có 

thể là bộ nhớ bất biến, hoặc bộ nhớ khả biến. 

[0156] 

 Ví dụ, bộ nhớ a2 có thể lưu trữ ảnh cần được mã hóa hoặc dòng tương 

ứng với ảnh được mã hóa. Ngoài ra, bộ nhớ a2 có thể lưu trữ chương trình để 

làm cho bộ xử lý a1 mã hóa ảnh. 

[0157] 

 Ngoài ra, ví dụ, bộ nhớ a2 có thể đóng vai trò của hai thành phần cấu 

thành hoặc nhiều hơn để lưu trữ thông tin trong số các thành phần cấu thành của 

bộ mã hóa 100 được minh họa trong FIG.7. Cụ thể hơn, bộ nhớ a2 có thể đóng 

vai trò của bộ nhớ khối 118 và bộ nhớ khung 122 được minh họa trong FIG.7. 
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Cụ thể hơn, bộ nhớ a2 có thể lưu trữ ảnh được khôi phục (cụ thể, khối được khôi 

phục, ảnh được khôi phục, hoặc loại tương tự). 

[0158] 

 Cần lưu ý rằng, trong bộ mã hóa 100, không phải tất cả các thành phần 

cấu thành được chỉ báo trong FIG.7, v.v. có thể được thực hiện, và không phải 

tất cả xử lý được mô tả nêu trên có thể được thực hiện. Một phần của các thành 

phần cấu thành được thể hiện trong FIG.7 có thể được chứa trong thiết bị khác, 

hoặc một phần của các xử lý được mô tả nêu trên có thể được thực hiện bởi thiết 

bị khác. 

[0159] 

 Sau đây, dòng xử lý chung được thực hiện bởi bộ mã hóa 100 được mô 

tả, và sau đó mỗi thành phần cấu thành được chứa trong bộ mã hóa 100 được mô 

tả. 

[0160] 

[Dòng xử lý mã hóa chung] 

 FIG.9 là lưu đồ minh họa một ví dụ về xử lý mã hóa chung được thực 

hiện bởi bộ mã hóa 100. 

[0161] 

 Đầu tiên, bộ phân chia 102 của bộ mã hóa 100 phân chia mỗi ảnh được 

chứa trong ảnh gốc thành các khối có kích cỡ cố định (các điểm ảnh 128×128) 

(bước Sa_1). Bộ phân chia 102 sau đó lựa chọn mẫu phân chia đối với khối có 

kích cỡ cố định (bước Sa_2). Nói cách khác, bộ phân chia 102 còn phân chia 

khối có kích cỡ cố định thành các khối mà tạo thành mẫu phân chia được lựa 

chọn. Bộ mã hóa 100 thực hiện, đối với mỗi khối, các bước Sa_3 đến Sa_9 đối 

với khối. 

[0162] 

 Bộ điều khiển dự đoán 128 và bộ thực thi dự đoán mà được tạo cấu hình 
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với bộ dự đoán nội bộ 124 và bộ dự đoán liên đới 126 tạo ra ảnh dự đoán của 

khối hiện tại (bước Sa_3). Lưu ý rằng ảnh dự đoán cũng được gọi là tín hiệu dự 

đoán, khối dự đoán, hoặc các mẫu dự đoán. 

[0163] 

 Tiếp theo, bộ trừ 104 tạo ra độ chênh lệch giữa khối hiện tại và ảnh dự 

đoán như là phần dư dự đoán (bước Sa_4). Lưu ý rằng phần dư dự đoán cũng 

được gọi là sai số dự đoán. 

[0164] 

 Tiếp theo, bộ biến đổi 106 biến đổi ảnh dự đoán và bộ lượng tử hóa 108 

lượng tử hóa kết quả thu được, để tạo ra các hệ số được lượng tử hóa (bước 

Sa_5). 

[0165] 

 Tiếp theo, bộ mã hóa entropy 110 mã hóa (cụ thể, mã hóa entropy) các 

hệ số được lượng tử hóa và tham số dự đoán liên quan đến việc tạo ra ảnh dự 

đoán, để tạo ra dòng (bước Sa_6). 

[0166] 

 Tiếp theo, bộ lượng tử hóa ngược 112 thực hiện việc lượng tử hóa ngược 

của các hệ số được lượng tử hóa và bộ biến đổi ngược 114 thực hiện việc biến 

đổi ngược của kết quả thu được, để khôi phục phần dư dự đoán (bước Sa_7). 

[0167] 

 Tiếp theo, bộ cộng 116 cộng ảnh dự đoán vào phần dư dự đoán được lưu 

trữ để khôi phục khối hiện tại (bước Sa_8). Theo cách này, ảnh được khôi phục 

được tạo ra. Lưu ý rằng ảnh được khôi phục cũng được gọi là khối được khôi 

phục, và, cụ thể, ảnh được khôi phục được tạo ra bởi bộ mã hóa 100 cũng được 

gọi là khối được giải mã cục bộ hoặc ảnh được giải mã cục bộ. 

[0168] 

 Khi ảnh được khôi phục được tạo ra, bộ lọc vòng 120 thực hiện việc lọc 
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của ảnh được khôi phục nếu cần (bước Sa_9). 

[0169] 

 Bộ mã hóa 100 then xác định rằng việc mã hóa của toàn bộ ảnh đã được 

hoàn thành hay chưa (bước Sa_10). Khi xác định rằng việc mã hóa chưa được 

hoàn thành (Không trong bước Sa_10), các xử lý từ bước Sa_2 được thực hiện 

lặp lại. 

[0170] 

 Mặc dù bộ mã hóa 100 lựa chọn một mẫu phân chia đối với khối có kích 

cỡ cố định, và mã hóa mỗi khối theo mẫu phân chia trong ví dụ nêu trên, cần lưu 

ý rằng mỗi khối có thể được mã hóa theo một trong số các mẫu phân chia tương 

ứng. Trong trường hợp này, bộ mã hóa 100 có thể đánh giá giá trị đối với  mỗi 

mẫu phân chia, và ví dụ, có thể lựa chọn dòng có thể thu được bằng cách mã hóa 

theo mẫu phân chia mà có giá trị nhỏ nhất như là dòng mà được xuất ra cuối 

cùng. 

[0171] 

 Ngoài ra, các xử lý trong các bước Sa_1 đến Sa_10 có thể được thực 

hiện tuần tự bởi bộ mã hóa 100, hoặc hai xử lý hoặc nhiều hơn có thể được thực 

hiện một cách song song hoặc có thể được sắp xếp lại. 

[0172] 

 Xử lý mã hóa được sử dụng bởi bộ mã hóa 100 là việc mã hóa lai sử 

dụng mã hóa dự đoán và mã hóa biến đổi. Ngoài ra, việc mã hóa dự đoán được 

thực hiện bởi vòng mã hóa được cấu hình với bộ trừ 104, bộ biến đổi 106, bộ 

lượng tử hóa 108, bộ lượng tử hóa ngược 112, bộ biến đổi ngược 114, bộ cộng 

116, bộ lọc vòng 120, bộ nhớ khối 118, bộ nhớ khung 122, bộ nội dự đoán 124, 

bộ dự đoán liên đới 126, và bộ điều khiển dự đoán 128. Nói cách khác, bộ thực 

thi dự đoán được cấu hình với bộ nội dự đoán 124 và bộ dự đoán liên đới 126 là 

một phần của vòng mã hóa. 

[0173] 
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[Bộ phân chia] 

 Bộ phân chia 102 phân chia mỗi ảnh được chứa trong ảnh gốc thành 

nhiều khối, và xuất ra mỗi khối tới bộ trừ 104. Ví dụ, bộ phân chia 102 đầu tiên 

phân chia ảnh thành các khối có kích cỡ cố định (ví dụ, 128×128 điểm ảnh). 

Khối có kích cỡ cố định cũng được gọi là đơn vị cây mã hóa (CTU-coding tree 

unit). Bộ phân chia 102 sau đó phân chia mỗi khối có kích cỡ cố định thành các 

khối có các kích cỡ biến thiên (ví dụ, 64×64 điểm ảnh hoặc nhỏ hơn), dựa trên 

phân chia cây tứ phân đệ quy và/hoặc phân chia khối cây nhị phân. Nói cách 

khác, bộ phân chia 102 lựa chọn mẫu phân chia. Khối có kích cỡ biến thiên cũng 

được gọi là đơn vị mã hóa (CU-coding unit), đơn vị dự đoán (PU-prediction 

unit), hoặc đơn vị biến đổi (TU-transform unit). Cần lưu ý rằng, trong các loại ví 

dụ xử lý khác nhau, không cần phân biệt giữa CU, PU, và TU; tất cả hoặc một 

vài khối trong ảnh có thể được xử lý trong các đơn vị của CU, PU, hoặc TU. 

[0174] 

 FIG.10 là sơ đồ để minh họa một ví dụ về phân chia khối theo phương án 

của sáng chế. Trong FIG.10, các đường liền nét thể hiện các biến khối của các 

khối được phân chia bằng cách phân chia khối cây tứ phân, và các đường đứt nét 

thể hiện các biên khối của các khối được phân chia bằng cách phân chia khối 

cây nhị phân. 

[0175] 

 Ở đây, khối 10 là khối hình vuông có 128×128 điểm ảnh. Khối 10 này 

đầu tiên được phân chia thành bốn khối vuông 64×64 điểm ảnh (phân chia khối 

cây tứ phân). 

[0176] 

 Khối 64×64 điểm ảnh phía trên bên trái còn được phân chia theo chiều 

dọc thành hai khối 32×64 điểm ảnh hình chữ nhật, và khối 32×64 điểm ảnh bên 

trái còn được phân chia theo chiều dọc thành hai khối 16×64 điểm ảnh hình chữ 

nhật (phân chia khối cây nhị phân). Kết quả là, khối vuông 64×64 điểm ảnh phía 
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trên bên trái được phân chia thành hai khối 16×64 điểm ảnh 11 và 12 và một 

khối 32×64 điểm ảnh 13. 

[0177] 

 Khối vuông 64×64 điểm ảnh phía trên bên phải được phân chia theo 

chiều ngang thành hai khối 64×32 điểm ảnh hình chữ nhật 14 và 15 (phân chia 

khối cây nhị phân). 

[0178] 

 Khối 64×64 điểm ảnh phía dưới bên trái được phân chia lần thứ nhất 

thành bốn khối 32×32 điểm ảnh hình vuông (phân chia khối cây tứ phân). Khối 

phía trên bên trái và khối phía dưới bên phải trong số bốn khối vuông 32×32 

điểm ảnh được phân chia tiếp. Khối 32×32 điểm ảnh phía trên bên trái được 

phân chia theo chiều dọc thành hai khối 16×32 điểm ảnh hình chữ nhật, và khối 

16×32 điểm ảnh bên phải được phân chia theo chiều ngang tiếp thành hai khối 

16×16 điểm ảnh (phân chia khối cây nhị phân). Khối 32×32 điểm ảnh điểm ảnh 

phía dưới bên phải được phân chia theo chiều ngang thành hai khối 32×16 điểm 

ảnh (phân chia khối cây nhị phân). Khối 32×32 điểm ảnh hình vuông phía trên 

bên phải được phân chia theo chiều ngang thành hai khối 32×16 điểm ảnh hình 

chữ nhật (phân chia khối cây nhị phân). Kết quả là, khối vuông 64×64 điểm ảnh 

phía dưới bên trái được phân chia thành khối chữ nhật 16×32 điểm ảnh 16, hai 

khối vuông 16×16 điểm ảnh 17 và 18, hai khối vuông 32×32 điểm ảnh 19 và 20, 

và hai khối chữ nhật 32×16 điểm ảnh 21 và 22. 

[0179] 

 Khối phía dưới bên phải 64×64 điểm ảnh 23 không được phân chia. 

[0180] 

 Như được mô tả nêu trên, trong FIG.10, khối 10 được phân chia thành 

13 khối có kích cỡ biến thiên 11 đến 23 dựa trên phân chia khối cây nhị phân 

hoặc cây tứ phân đệ quy. Việc phân chia này cũng được gọi là phân chia cây nhị 

phân cộng cây tứ phân (QTBT). 
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[0181] 

 Cần lưu ý rằng, trong FIG.10, một khối được phân chia thành bốn hoặc 

hai khối (phân chia khối cây nhị phân hoặc cây tứ phân), nhưng việc phân chia 

không bị giới hạn ở các ví dụ này. Ví dụ, một khối có thể được chia thành ba 

khối (phân chia khối bậc ba). Việc phân chia bao gồm phân chia khối bậc ba này 

cũng được gọi là phân chia cây đa loại (MBT-multi-type tree). 

[0182] 

 FIG.11 là sơ đồ minh họa một ví dụ về cấu trúc của bộ phân chia 102. 

Như được minh họa trong FIG.11, bộ phân chia 102 có thể bao gồm bộ xác định 

phân chia khối 102a. Bộ xác định phân chia khối 102a có thể thực hiện các xử lý 

sau đây như là ví dụ. 

[0183] 

 Ví dụ, bộ xác định phân chia khối 102a thu thập thông tin khối từ bộ nhớ 

khối 118 hoặc bộ nhớ khung 122, và xác định mẫu phân chia này dựa trên thông 

tin khối. Bộ phân chia 102 chia ảnh gốc theo mẫu phân chia, và xuất ra ít nhất 

một khối thu được bằng cách phân chia tới bộ trừ 104. 

[0184] 

 Ngoài ra, ví dụ, bộ xác định phân chia khối 102a xuất ra tham số mà chỉ 

báo mẫu phân chia nêu trên tới bộ biến đổi 106, bộ biến đổi ngược 114, bộ dự 

đoán nội bộ 124, bộ dự đoán liên đới 126, và bộ mã hóa entropy 110. Bộ biến 

đổi 106 có thể biến đổi phần dư dự đoán dựa trên tham số này. Bộ nội dự đoán 

124 và bộ dự đoán liên đới 126 có thể tạo ra ảnh dự đoán dựa trên tham số này. 

Ngoài ra, bộ mã hóa entropy 110 có thể mã hóa entropy tham số này. 

[0185] 

 Tham số liên quan đến mẫu phân chia có thể được ghi trong dòng như 

được thể hiện dưới đây như là một ví dụ. 

[0186] 
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 FIG.12 là sơ đồ để minh họa các ví dụ về các mẫu phân chia. Các ví dụ 

của các mẫu phân chia bao gồm: phân chia thành bốn vùng (QT) trong đó khối 

được phân chia thành hai vùng cả theo chiều dọc và chiều ngang; phân chia 

thành ba vùng (HT hoặc VT) trong đó khối được phân chia trong cùng chiều 

trong tỷ lệ của 1:2:1; phân chia khối thành hai vùng (HB hoặc VB) trong đó khối 

được phân chia trong cùng chiều trong tỷ lệ của 1:1; và không phân chia (NS). 

[0187] 

 Cần lưu ý rằng mẫu phân chia không có bất kỳ chiều phân chia khối 

trong trường hợp phân chia thành bốn vùng và không phân chia, và mẫu phân 

chia có thông tin chiều phân chia trong trường hợp phân chia thành hai vùng 

hoặc ba vùng. 

[0188] 

 Các Fig.13A và Fig.13B là sơ đồ minh họa một ví dụ về cây cú pháp của 

mẫu phân chia. Trong ví dụ của FIG.13A, đầu tiên, thông tin mà chỉ báo có thực 

hiện thực hiện việc phân chia hay không (S: Cờ phân chia) được hiện diện, và 

thông tin mà chỉ báo rằng có thực hiện việc phân chia thành bốn vùng hay không 

(QT: Cờ QT) được hiện diện tiếp theo. Thông tin mà chỉ báo việc phân chia nào 

trong số phân chia thành ba vùng và hai vùng cần được thực hiện (TT: Cờ TT 

hoặc BT: Cờ BT) được hiện diện tiếp theo, và cuối cùng thông tin mà chỉ báo 

chiều phân chia (Ver: Cờ dọc hoặc Hor: Cờ ngang) được hiện diện. Cần lưu ý 

rằng mỗi trong số ít nhất một khối thu được bằng cách phân chia theo mẫu phân 

chia này có thể được phân chia tiếp lặp lại trong xử lý tương tự. Nói cách khác, 

như là một ví dụ, việc phân chia có được thực hiện hay không, việc phân chia 

thành bốn vùng có được thực hiện hay không, chiều nào trong số chiều ngang và 

chiều dọc là chiều trong đó phương pháp phân chia cần được thực hiện, việc 

phân chia nào trong số phân chia thành ba vùng và phân chia thành hai cùng cần 

được thực hiện có thể được xác định đệ quy, và các kết quả xác định có thể được 

mã hóa trong dòng theo thứ tự mã hóa được bộc lộ bởi cây cú pháp được minh 

họa trong FIG.13A. 
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[0189] 

 Ngoài ra, mặc dù các mục thông tin một cách lần lượt chỉ báo S, QT, TT, 

và Ver được sắp xếp trong thứ tự được liệt kê trong cây cú pháp được minh họa 

trong FIG.13A, các mục thông tin một cách lần lượt chỉ báo S, QT, Ver, và BT 

có thể được sắp xếp trong thứ tự được liệt kê. Nói cách khác, trong ví dụ của 

FIG.13B, đầu tiên, thông tin mà chỉ báo có thực hiện thực hiện việc phân chia 

hay không (S: Cờ phân chia) được hiện diện, và thông tin mà chỉ báo rằng có 

thực hiện việc phân chia thành bốn vùng hay không (QT: Cờ QT) được hiện 

diện tiếp theo. Thông tin mà chỉ báo chiều phân chia (Ver: Cờ dọc hoặc Hor: Cờ 

ngang) được hiện diện tiếp theo, và cuối cùng thông tin mà chỉ báo việc phân 

chia nào trong số phân chia thành hai vùng và phân chia thành ba vùng cần được 

thực hiện (BT: Cờ BT hoặc TT: Cờ TT) được hiện diện. 

[0190] 

 Cần lưu ý rằng các mẫu phân chia được mô tả nêu trên là các ví dụ, và 

các mẫu phân chia khác ngoài các mẫu phân chia được mô tả có thể được sử 

dụng, hoặc một phần của các mẫu phân chia được mô tả có thể được sử dụng. 

[0191] 

[Bộ trừ] 

 Bộ trừ 104 trừ ảnh dự đoán (ảnh dự đoán mà được đưa vào từ bộ điều 

khiển dự đoán 128) từ ảnh gốc trong các đơn vị của khối được đưa vào từ bộ 

phân chia 102 và được phân chia bởi bộ phân chia 102. Nói cách khác, bộ trừ 

104 tính toán các phần dư dự đoán của khối hiện tại. Bộ trừ 104 sau đó xuất các 

các phần dư dự đoán được tính toán tới bộ biến đổi 106. 

[0192] 

 Tín hiệu gốc là tín hiệu đầu vào mà được đưa vào bộ mã hóa 100 và biểu 

diễn ảnh của mỗi hình ảnh được chứa trong viđeo (ví dụ, tín hiệu độ chói và hai 

tín hiệu sắc độ). 

[0193] 



51 

[Bộ biến đổi] 

 Bộ biến đổi 106 biến đổi các phần dư dự đoán trong miền không gian 

thành các hệ số biến đổi trong miền tần số, và xuất ra các hệ số biến đổi tới bộ 

lượng tử hóa 108. Cụ thể hơn, bộ biến đổi 106 áp dụng, ví dụ, biến đổi côsin rời 

rạc (DCT) hoặc biến đổi sin rời rạc (DST) được xác định trước tới các phần dư 

dự đoán trong miền không gian. 

[0194] 

 Cần lưu ý rằng bộ biến đổi 106 có thể lựa chọn thích nghi loại biến đổi 

từ trong số nhiều loại biến đổi, và biến đổi các phần dư dự đoán thành các hệ số 

biến đổi bằng cách sử dụng hàm cơ sở biến đổi tương ứng với loại biến đổi được 

lựa chọn. Loại biến đổi này cũng được gọi là biến đổi đa lõi rõ ràng 

(EMT-explicit multiple core transform) hoặc đa biến đổi thích nghi 

(AMT-adaptive multiple transform). Ngoài ra, hàm cơ sở biến đổi cũng được gọi 

đơn giản là cơ sở. 

[0195] 

 Các loại biến đổi bao gồm, ví dụ, DCT-II, DCT-V, DCT-VIII, DST-I, và 

DST-VII. Cần lưu ý rằng các loại biến đổi này có thể được biểu diễn là DCT2, 

DCT5, DCT8, DST1 và DST7. FIG.14 là sơ đồ minh họa các hàm cơ sở biến 

đổi đối với mỗi loại biến đổi. Trong FIG.14, N chỉ báo số lượng điểm ảnh đầu 

vào. Ví dụ, việc lựa chọn loại biến đổi từ trong số nhiều loại biến đổi có thể phụ 

thuộc vào loại dự đoán (một trong số dự đoán trong và dự đoán liên đới) và có 

thể phụ thuộc vào chế độ nội dự đoán. 

[0196] 

 Thông tin mà chỉ báo rằng áp dụng EMT hay AMT (được gọi là, ví dụ, 

cờ EMT hoặc cờ AMT) và thông tin mà chỉ báo loại biến đổi được lựa chọn 

thường được báo hiệu tại cấp CU. Cần lưu ý rằng việc báo hiệu của thông tin 

này không cần được thực hiện tại cấp CU, và có thể được thực hiện tại cấp khác 

(ví dụ, tại cấp chuỗi, cấp ảnh, cấp lớp, cấp viên, hoặc cấp CTU). 
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[0197] 

 Ngoài ra, bộ biến đổi 106 có thể biến đổi lại các hệ số biến đổi (mà là 

các kết quả biến đổi). Việc biến đổi lại này cũng được gọi là biến đổi thứ cấp 

thích nghi (AST-adaptive secondary transform) hoặc biến đổi thứ cấp không thể 

tách rời (NSST-non-separable secondary transform). Ví dụ, bộ biến đổi 106 thực 

hiện việc biến đổi lại trong các đơn vị của khối con (ví dụ, khối con 4×4 điểm 

ảnh) được chứa trong khối hệ số biến đổi tương ứng với phần dư nội dự đoán. 

Thông tin mà chỉ báo rằng có áp dụng NSST hay không và thông tin liên quan 

đến ma trận biến đổi được sử dụng trong NSST thường được báo hiệu tại cấp 

CU. Cần lưu ý rằng việc báo hiệu của thông tin này không cần được thực hiện 

tại cấp CU, và có thể được thực hiện tại cấp khác (ví dụ, tại cấp chuỗi, cấp ảnh, 

cấp lớp, cấp viên, hoặc cấp CTU). 

[0198] 

 Bộ biến đổi 106 có thể sử dụng biến đổi có thể tách rời và biến đổi 

không thể tách rời. Biến đổi có thể tách rời là phương pháp trong đó việc biến 

đổi được thực hiện nhiều lần bằng cách thực hiện tách biệt việc biến đổi đối với 

mỗi chiều theo số lượng chiều đầu vào. Biến đổi không thể tách rời là phương 

pháp để thực hiện việc biến đổi chung trong đó hai chiều hoặc nhiều hơn trong 

các đầu vào đa chiều được xem chung là một chiều. 

[0199] 

 Trong một ví dụ về biến đổi không thể tách rời, khi đầu vào là khối 4×4 

điểm ảnh, khối 4×4 điểm ảnh được xem là một mảng bao gồm 16 phần tử, và 

biến đổi này áp dụng ma trận biến đổi 16×16 tới mảng này. 

[0200] 

 Trong ví dụ khác của biến đổi không thể tách rời, khối đầu vào 4×4 điểm 

ảnh được xem là mảng đơn bao gồm 16 phần tử, và sau đó biến đổi (biến đổi 

siêu lập phương) trong đó phép xoay được thực hiện trên mảng nhiều lần có thể 

được thực hiện. 
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[0201] 

 Trong biến đổi trong bộ biến đổi 106, các loại biến đổi của các hàm cơ 

sở biến đổi cần được biến đổi thành các vùng miền tần số theo trong CU có thể 

được chuyển đổi. Các ví dụ bao gồm biến đổi thay đổi theo không gian (SVT). 

[0202] 

 FIG.15 là sơ đồ minh họa một ví dụ về SVT. 

[0203] 

 Trong SVT, như được minh họa trong FIG.15, các CU được chia thành 

hai vùng bằng nhau theo chiều ngang hoặc chiều dọc, và chỉ một trong số hai 

vùng được biến đổi thành miền tần số. Loại biến đổi có thể được thiết lập đối 

với mỗi vùng. Ví dụ, DST7 và DST8 được sử dụng. Ví dụ, trong số hai vùng thu 

được bằng cách phân chia CU theo chiều dọc thành hai vùng bằng nhau, DST7 

và DCT8 có thể được sử dụng đối với vùng tại vị trí 0. Ngoài ra, trong số hai 

vùng, DST7 được sử dụng cho vùng tại vị trí 1. Tương tự, trong số hai vùng thu 

được bằng cách phân chia CU theo chiều ngang thành hai vùng bằng nhau, 

DST7 và DCT8 được sử dụng cho vùng tại vị trí 0. Ngoài ra, trong số hai vùng, 

DST7 được sử dụng cho vùng tại vị trí 1. Mặc dù chỉ một trong số hai vùng 

trong CU được biến đổi và vùng còn lại không được biến đổi trong ví dụ được 

minh họa trong FIG.15, mỗi hai vùng có thể được biến đổi. Ngoài ra, phương 

pháp phân chia có thể bao gồm không chỉ việc phân chia thành hai vùng mà còn 

việc phân chia thành bốn vùng. Ngoài ra, phương pháp phân chia có thể là linh 

hoạt hơn. Ví dụ, thông tin mà chỉ báo phương pháp phân chia có thể được mã 

hóa và có thể được báo hiệu trong cùng cách thức như phân chia CU. Cần lưu ý 

rằng SVT cũng được gọi là biến đổi khối con (SBT-sub-block transform). 

[0204] 

 AMT và EMT được mô tả nêu trên có thể được gọi là MTS (multiple 

transform selection - Lựa chọn đa biến đổi). Khi MTS được áp dụng, loại biến 

đổi mà là DST7, DCT8, hoặc loại tương tự có thể được lựa chọn, và thông tin 
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mà chỉ báo loại biến đổi được lựa chọn có thể được mã hóa là thông tin chỉ số 

đối với mỗi CU. Có xử lý khác được gọi là IMTS (MTS ẩn) như là xử lý để lựa 

chọn, dựa trên dạng của CU, loại biến đổi cần được sử dụng đối với biến đổi 

trực giao được thực hiện mà không mã hóa thông tin chỉ số. Khi IMTS được áp 

dụng, ví dụ, khi CU có dạng chữ nhật, biến đổi trực giao của dạng chữ nhật 

được thực hiện nhờ sử dụng DST7 đối với cạnh ngắn và DST2 đối với cạnh dài. 

Ngoài ra, ví dụ, khi CU có dạng hình vuông, biến đổi trực giao của dạng chữ 

nhật được thực hiện nhờ sử dụng DCT2 khi MTS có hiệu lực trong chuỗi và nhờ 

sử dụng DST7 khi MTS không có hiệu lực trong chuỗi. DCT2 và DST7 chỉ là 

các ví dụ. Các loại biến đổi khác có thể được sử dụng, và cũng có thể thay đổi 

kết hợp của các loại biến đổi được sử dụng thành kết hợp của các loại biến đổi 

khác nhau. IMTS có thể được sử dụng chỉ đối với các khối nội dự đoán, hoặc có 

thể được sử dụng đối với cả các khối nội dự đoán và khối dự đoán liên đới. 

[0205] 

 Ba xử lý MTS, SBT, và IMTS đã được mô tả nêu trên như là các xử lý 

lựa chọn để chuyển đổi một cách chọn lọc các loại biến đổi được sử dụng trong 

biến đổi trực giao. Tuy nhiên, tất cả ba xử lý lựa chọn có thể được sử dụng, hoặc 

chỉ một phần của các xử lý chọn lọc có thể được sử dụng một cách chọn lọc. 

Việc mỗi xử lựa chọn có được sử dụng hay không có thể được nhận dạng dựa 

trên thông tin cờ hoặc loại tương tự trong thông tin tiêu đề như SPS. Ví dụ, khi 

tất cả ba xử lý lựa chọn là khả dụng, một trong số ba xử lý lựa chọn được lựa 

chọn đối với mỗi CU và biến đổi trực giao của CU được thực hiện. Cần lưu ý 

rằng các xử lý lựa chọn để chuyển đổi một cách chọn lọc các loại biến đổi có thể 

là các xử lý lựa chọn khác với ba xử lý lựa chọn nêu trên, hoặc mỗi ba xử lý lựa 

chọn có thể được thay thế bởi xử lý khác miễn là ít nhất một trong số bốn chức 

năng [1] đến [4] sau đây có thể đạt được. Chức năng [1] là chức năng để thực 

hiện biến đổi trực giao của toàn bộ CU và mã hóa thông tin mà chỉ báo loại biến 

đổi được sử dụng trong việc biến đổi. Chức năng [2] là chức năng để thực hiện 

biến đổi trực giao của toàn bộ CU và xác định loại biến đổi dựa trên quy tắc 
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được xác định trước mà không mã hóa thông tin mà chỉ báo loại biến đổi. Chức 

năng [3] là chức năng để thực hiện biến đổi trực giao của một phần vùng CU và 

mã hóa thông tin mà chỉ báo loại biến đổi được sử dụng trong việc biến đổi. 

Chức năng [4] là chức năng để thực hiện biến đổi trực giao của một phần vùng 

CU và xác định loại biến đổi dựa trên quy tắc được xác định trước mà không mã 

hóa thông tin mà chỉ báo loại biến đổi được sử dụng trong việc biến đổi. 

[0206] 

 Cần lưu ý rằng việc mỗi MTS, IMTS, và SBT có được áp dụng hay 

không có thể được xác định đối với mỗi đơn vị xử lý. Ví dụ, việc mỗi MTS, 

IMTS, và SBT có được áp dụng hay không có thể được xác định đối với mỗi 

chuỗi, ảnh, viên, lát, CTU, hoặc CU. 

[0207] 

 Cần lưu ý rằng công cụ để chuyển đổi một cách chọn lọc các loại biến 

đổi trong sáng chế có thể được mô tả là phương pháp để lựa chọn một cách chọn 

lọc cơ sở để sử dụng trong xử lý biến đổi, xử lý lựa chọn, hoặc xử lý để lựa chọn 

cơ sở. Ngoài ra, công cụ để chuyển đổi một cách chọn lọc các loại biến đổi có 

thể được mô tả là chế độ để lựa chọn một cách thích nghi loại biến đổi. 

[0208] 

 FIG.16 là lưu đồ minh họa một ví dụ về xử lý được thực hiện bởi bộ biến 

đổi 106. 

[0209] 

 Ví dụ, bộ biến đổi 106 xác định rằng có thực hiện biến đổi trực giao hay 

không (bước St_1). Ở đây, khi xác định để thực hiện biến đổi trực giao (Có 

trong bước St_1), bộ biến đổi 106 lựa chọn loại biến đổi để sử dụng trong biến 

đổi trực giao từ các loại biến đổi (bước St_2). Tiếp theo, bộ biến đổi 106 thực 

hiện biến đổi trực giao bằng cách áp dụng loại biến đổi được lựa chọn tới phần 

dư dự đoán của khối hiện tại (bước St_3). Sau đó, bộ biến đổi 106 xuất ra thông 

tin mà chỉ báo loại biến đổi được lựa chọn tới bộ mã hóa entropy 110, để cho 
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phép bộ mã hóa entropy 110 mã hóa thông tin (bước St_4). Mặt khác, khi xác 

định không thực hiện biến đổi trực giao (Không trong bước St_1), bộ biến đổi 

106 xuất ra thông tin mà chỉ báo rằng không có biến đổi trực giao được thực 

hiện, để cho phép bộ mã hóa entropy 110 mã hóa thông tin (bước St_5). Cần lưu 

ý rằng việc có thực hiện biến đổi trực giao hay không trong bước St_1 có thể 

được xác định dựa trên, ví dụ, kích cỡ của khối biến đổi, chế độ dự đoán được 

áp dụng tới CU, v.v. Ngoài ra, biến đổi trực giao có thể được thực hiện nhờ sử 

dụng loại biến đổi được xác định trước mà không mã hóa thông tin mà chỉ báo 

loại biến đổi để sử dụng trong biến đổi trực giao. 

[0210] 

 FIG.17 là lưu đồ minh họa ví dụ khác về xử lý được thực hiện bởi bộ 

biến đổi 106. Cần lưu ý rằng ví dụ được minh họa trong FIG.17 là ví dụ về biến 

đổi trực giao trong trường hợp trong đó các loại biến đổi để sử dụng trong biến 

đổi trực giao được chuyển đổi một cách chọn lọc như trong trường hợp của ví dụ 

được minh họa trong FIG.16. 

[0211] 

 Theo một ví dụ, nhóm loại biến đổi thứ nhất có thể bao gồm DCT2, 

DST7, và DCT8. Theo ví dụ khác, nhóm loại biến đổi thứ hai có thể bao gồm 

DCT2. Các loại biến đổi được chứa trong nhóm loại biến đổi thứ nhất và các 

loại biến đổi được chứa trong nhóm loại biến đổi thứ hai có thể chồng lấn một 

phần với nhau, hoặc có thể hoàn toàn khác nhau. 

[0212] 

 Cụ thể hơn, bộ biến đổi 106 xác định rằng kích cỡ biến đổi có nhỏ hơn 

hoặc bằng giá trị định trước hay không (bước Su_1). Ở đây, khi xác định rằng 

kích cỡ biến đổi nhỏ hơn hoặc bằng giá trị được xác định trước (Có trong bước 

Su_1), bộ biến đổi 106 thực hiện biến đổi trực giao của phần dư dự đoán của 

khối hiện tại nhờ sử dụng loại biến đổi được chứa trong nhóm loại biến đổi thứ 

nhất (bước Su_2). Tiếp theo, bộ biến đổi 106 xuất ra thông tin mà chỉ báo loại 
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biến đổi cần được sử dụng trong số ít nhất một loại biến đổi được chứa trong 

nhóm loại biến đổi thứ nhất tới bộ mã hóa entropy 110, để cho phép bộ mã hóa 

entropy 110 mã hóa thông tin (bước Su_3). Mặt khác, khi xác định rằng kích cỡ 

biến đổi không nhỏ hơn hoặc bằng giá trị định trước (Không trong bước Su_1), 

bộ biến đổi 106 thực hiện biến đổi trực giao của phần dư dự đoán của khối hiện 

tại nhờ sử dụng nhóm loại biến đổi thứ hai (bước Su_4). 

[0213] 

 Trong bước Su_3, thông tin mà chỉ báo loại biến đổi để sử dụng trong 

biến đổi trực giao có thể là thông tin mà chỉ báo kết hợp của loại biến đổi cần 

được áp dụng theo chiều dọc trong khối hiện tại và loại biến đổi cần được áp 

dụng theo chiều ngang trong khối hiện tại. Nhóm loại thứ nhất có thể bao gồm 

chỉ một loại biến đổi, và thông tin mà chỉ báo loại biến đổi để sử dụng trong 

biến đổi trực giao có thể không được mã hóa. Nhóm loại biến đổi thứ hai có thể 

bao gồm nhiều loại biến đổi, và thông tin mà chỉ báo loại biến đổi để sử dụng 

trong biến đổi trực giao trong số một hoặc nhiều loại biến đổi được chứa trong 

nhóm loại biến đổi thứ hai có thể được mã hóa. 

[0214] 

 Ngoài ra, loại biến đổi có thể được xác định dựa trên chỉ kích cỡ biến đổi. 

Cần lưu ý rằng các việc xác định này không bị giới hạn ở việc xác định đối với 

việc kích cỡ biến đổi có nhỏ hơn hoặc bằng giá trị được xác định trước hay 

không, và các xử lý khác cũng có thể khả dụng miễn là các xử lý để xác định 

loại biến đổi để sử dụng trong biến đổi trực giao dựa trên kích cỡ biến đổi. 

[0215] 

[Bộ lượng tử hóa] 

 Bộ lượng tử hóa 108 lượng tử hóa các hệ số biến đổi được xuất ra từ bộ 

biến đổi 106. Cụ thể hơn, bộ lượng tử hóa 108 quét, theo thứ tự quét được xác 

định, các hệ số biến đổi của khối hiện tại, và lượng tử hóa các hệ số biến đổi 

được quét dựa trên các tham số lượng tử hóa (QP-quantization parameter) tương 
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ứng với các hệ số biến đổi. Bộ lượng tử hóa 108 sau đó xuất các hệ số biến đổi 

được lượng tử hóa (sau đây cũng được gọi là các hệ số được lượng tử hóa) của 

khối hiện tại tới bộ mã hóa entropy 110 và bộ lượng tử hóa ngược 112. 

[0216] 

 Thứ tự quét được xác định là thứ tự để lượng tử hóa/lượng tử hóa ngược 

các hệ số biến đổi. Ví dụ, thứ tự quét định trước được xác định là thứ tự tăng dần 

của tần số (từ tần số thấp đến cao) hoặc thứ tự giảm dần của tần số (từ tần số cao 

đến thấp). 

[0217] 

 Tham số lượng tử hóa (QP) là tham số mà xác định bước lượng tử hóa 

(độ rộng lượng tử hóa). Ví dụ, khi giá trị của tham số lượng tử hóa tăng lên, 

bước lượng tử hóa cũng tăng lên. Nói cách khác, khi giá trị của tham số lượng tử 

hóa tăng lên, sai số trong các hệ số lượng tử (sai số lượng tử hóa) tăng lên. 

[0218] 

 Ngoài ra, ma trận lượng tử hóa có thể được sử dụng cho việc lượng tử 

hóa. Ví dụ, một vài loại ma trận lượng tử hóa có thể được sử dụng một cách 

tương ứng tới các kích cỡ biến đổi tần số như 4×4 và 8×8, các chế độ dự đoán 

như việc nội dự đoán và việc dự đoán liên đới, và các thành phần điểm ảnh như 

các thành phần điểm ảnh độ chói và sắc độ. Cần lưu ý rằng việc lượng tử có 

nghĩa là số hóa các giá trị được lấy mẫu tại các khoảng cách được xác định trước 

một cách tương ứng thành các mức được xác định trước. Trong lĩnh vực kỹ thuật 

này, việc lượng tử hóa có thể được biểu diễn là các biểu thức khác như làm tròn 

và biến đổi tỷ lệ. 

[0219] 

 Các phương pháp nhờ sử dụng các ma trận lượng tử hóa bao gồm 

phương pháp mà sử dụng ma trận lượng tử hóa mà đã được thiết lập một cách 

trực tiếp tại phía bộ mã hóa 100, và phương pháp mà sử dụng ma trận lượng tử 

hóa mà đã được thiết lập là mặc định (ma trận mặc định). Tại phía bộ mã hóa 
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100, ma trận lượng tử hóa thích hợp đối với các đặc điểm của ảnh có thể được 

thiết lập bằng cách thiết lập trực tiếp ma trận lượng tử hóa. Tuy nhiên, trường 

hợp này có nhược điểm là làm tăng lượng mã để mã hóa ma trận lượng tử hóa. 

Cần lưu ý rằng ma trận lượng tử hóa cần được sử dụng để lượng tử hóa khối 

hiện tại có thể được tạo ra dựa trên ma trận lượng tử hóa mặc định hoặc ma trận 

lượng tử hóa được mã hóa, thay vì sử dụng trực tiếp ma trận lượng tử hóa mặc 

định hoặc ma trận lượng tử hóa được mã hóa. 

[0220] Có phương pháp để lượng tử hóa hệ số tần số cao và hệ số tần số thấp 

theo cùng cách thức mà không sử dụng ma trận lượng tử hóa. Cần lưu ý rằng 

phương pháp này tương đương với phương pháp sử dụng ma trận lượng tử hóa 

(ma trận phẳng) mà tất cả các hệ số của nó có cùng giá trị. 

[0221] 

 Ma trận lượng tử hóa có thể được mã hóa, ví dụ, tại mức chuỗi, mức ảnh, 

mức lát, mức viên, hoặc mức CTU. 

[0222] 

 Khi sử dụng ma trận lượng tử hóa, bộ lượng tử hóa 108 biến đổi tỷ lệ, 

đối với mỗi hệ số biến đổi, ví dụ độ rộng lượng tử hóa mà có thể được tính toán 

dựa trên tham số lượng tử hóa, v.v., nhờ sử dụng giá trị của ma trận lượng tử hóa. 

Xử lý lượng tử hóa được thực hiện mà không sử dụng bất kỳ ma trận lượng tử 

hóa có thể là xử lý để lượng tử hóa các hệ số biến đổi dựa trên độ rộng lượng tử 

hóa được tính toán dựa trên tham số lượng tử hóa, v.v. Cần lưu ý rằng, trong xử 

lý lượng tử hóa được thực hiện mà không sử dụng bất kỳ ma trận lượng tử hóa, 

độ rộng lượng tử hóa có thể được nhân với giá trị được xác định trước mà là 

chung đối với tất cả các hệ số biến đổi trong khối. 

[0223] 

 FIG.18 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ lượng tử hóa 

108. 

[0224] 
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 Ví dụ, bộ lượng tử hóa 108 bao gồm bộ tạo tham số lượng tử hóa chênh 

lệch 108a, bộ tạo tham số lượng tử hóa được dự đoán 108b, bộ tạo tham số 

lượng tử hóa 108c, bộ lưu trữ tham số lượng tử hóa 108d, và bộ thực thi lượng 

tử hóa 108e. 

[0225] 

 FIG.19 là lưu đồ minh họa một ví dụ về việc lượng tử hóa được thực 

hiện bởi bộ lượng tử hóa 108. 

[0226] 

 Theo một ví dụ, bộ lượng tử hóa 108 có thể thực hiện việc lượng tử hóa 

đối với mỗi CU dựa trên lưu đồ được minh họa trong FIG.19. Cụ thể hơn, bộ tạo 

tham số lượng tử hóa 108c xác định rằng có thực hiện việc lượng tử hóa hay 

không (bước Sv_1). Ở đây, khi xác định để thực hiện việc lượng tử hóa (Có 

trong bước Sv_1), bộ tạo tham số lượng tử hóa 108c tạo ra tham số lượng tử hóa 

đối với khối hiện tại (bước Sv_2), và lưu trữ tham số lượng tử hóa tới bộ lưu trữ 

tham số lượng tử hóa 108d (bước Sv_3). 

[0227] 

 Tiếp theo, bộ thực thi lượng tử hóa 108e lượng tử hóa các hệ số biến đổi 

của khối hiện tại nhờ sử dụng tham số lượng tử hóa được tạo ra trong bước Sv_2 

(bước Sv_4). Sau đó, bộ tạo tham số lượng tử hóa được dự đoán 108b thu nhận 

tham số lượng tử hóa đối với đơn xử lý khác với khối hiện tại từ bộ lưu trữ tham 

số lượng tử hóa 108d (bước Sv_5). Bộ tạo tham số lượng tử hóa được dự đoán 

108b tạo ra tham số lượng tử hóa được dự đoán của khối hiện tại dựa trên tham 

số lượng tử hóa thu được (bước Sv_6). Bộ tạo tham số lượng tử hóa chênh lệch 

108a tính toán độ chênh lệch giữa tham số lượng tử hóa của khối hiện tại được 

tạo ra bởi bộ tạo tham số lượng tử hóa 108c và tham số lượng tử hóa được dự 

đoán của khối hiện tại được tạo ra bởi bộ tạo tham số lượng tử hóa được dự đoán 

108b (bước Sv_7). Tham số lượng tử hóa chênh lệch được tạo ra bằng cách tính 

toán độ chênh lệch. Bộ tạo tham số lượng tử hóa chênh lệch 108a xuất ra tham 
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số lượng tử hóa chênh lệch tới bộ mã hóa entropy 110, để cho phép bộ mã hóa 

entropy 110 mã hóa tham số lượng tử hóa chênh lệch (bước Sv_8). 

[0228] 

 Cần lưu ý rằng tham số lượng tử hóa chênh lệch có thể được mã hóa, ví 

dụ, tại mức chuỗi, mức ảnh, mức lát, mức viên, hoặc mức CTU. Ngoài ra, giá trị 

khởi tạo của tham số lượng tử hóa có thể được mã hóa tại mức chuỗi, mức ảnh, 

mức lát, mức viên, hoặc mức CTU. Lúc này, tham số lượng tử hóa có thể được 

tạo ra nhờ sử dụng giá trị khởi tạo của tham số lượng tử hóa và tham số lượng tử 

hóa chênh lệch. 

[0229] Cần lưu ý rằng bộ lượng tử hóa 108 có thể bao gồm nhiều bộ lượng tử 

hóa, và có thể áp dụng việc lượng tử hóa phụ thuộc trong đó các hệ số biến đổi 

được lượng tử hóa nhờ sử dụng phương pháp lượng tử hóa được lựa chọn từ 

nhiều phương pháp lượng tử hóa. 

[0230] 

[Bộ mã hóa entropy] 

 FIG.20 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ mã hóa 

entropy 110. 

[0231] 

 Bộ mã hóa entropy 110 tạo ra dòng bằng cách mã hóa entropy các hệ số 

được lượng tử hóa được đưa vào từ bộ lượng tử hóa 108 và tham số dự đoán 

được đưa vào từ bộ tạo tham số dự đoán 130. Ví dụ, việc mã hóa số học nhị 

phân thích nghi dựa trên ngữ cảnh (CABAC-context-based adaptive binary 

arithmetic coding) được sử dụng như là mã hóa entropy. Cụ thể hơn, bộ mã hóa 

entropy 110 bao gồm bộ nhị phân hóa 110a, bộ điều khiển ngữ cảnh 110b, và bộ 

mã hóa số học nhị phân 110c. Bộ nhị phân hóa 110a thực hiện việc nhị phân hóa 

trong đó các tín hiệu đa mức như các hệ số được lượng tử hóa và tham số dự 

đoán được biến đổi thành các tín hiệu nhị phân. Các ví dụ của các phương pháp 

nhị phân hóa bao gồm nhị phân hóa Rice cụt, các mã Golomb theo số mũ, và nhị 
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phân hóa độ dài cố định. Bộ điều khiển ngữ cảnh 110b thu nhận giá trị ngữ cảnh 

theo đặc tính hoặc trạng thái xung quanh của phần tử cú pháp, mà là xác suất 

xuất hiện của tín hiệu nhị phân. Các ví dụ của các phương pháp thu nhận giá trị 

ngữ cảnh bao gồm đường vòng, viện dẫn tới phần tử cú pháp, viện dẫn tới các 

khối liền kề phía trên và bên trái, viện dẫn tới thông tin phân cấp, và các thông 

tin khác. Bộ mã hóa số học nhị phân 110c mã hóa số học tín hiệu nhị phân nhờ 

sử dụng giá trị ngữ cảnh thu được. 

[0232] 

 FIG.21 là sơ đồ minh họa dòng xử lý CABAC trong bộ mã hóa entropy 

110. 

[0233] 

 Đầu tiên, việc khởi tạo được thực hiện trong CABAC trong bộ mã hóa 

entropy 110. Trong việc khởi tạo, việc khởi tạo trong bộ mã hóa số học nhị phân 

110c và thiết lập của giá trị ngữ cảnh khởi tạo được thực hiện. Ví dụ, bộ nhị 

phân hóa 110a và bộ mã hóa số học nhị phân 110c thực thi việc nhị phân hóa và 

mã hóa số học của các hệ số lượng tử hóa trong CTU một cách tuần tự. Lúc này, 

bộ điều khiển ngữ cảnh 110b cập nhật giá trị ngữ cảnh mỗi khi việc mã hóa số 

học được thực hiện. Sau đó bộ điều khiển ngữ cảnh 110b lưu giá trị ngữ cảnh 

như là hậu xử lý. Giá trị ngữ cảnh được lưu được sử dụng, ví dụ, để khởi tạo giá 

trị ngữ cảnh đối với CTU tiếp theo. 

[0234] 

[Bộ lượng tử hóa ngược] 

 Bộ lượng tử hóa ngược 112 lượng tử hóa ngược các hệ số được lượng tử 

hóa mà đã được đưa vào từ bộ lượng tử hóa 108. Cụ thể hơn, bộ lượng tử hóa 

ngược 112 lượng tử hóa ngược, theo thứ tự quét được xác định, các hệ số được 

lượng tử hóa của khối hiện tại. Bộ lượng tử hóa ngược 112 sau đó xuất các hệ số 

biến đổi được lượng tử hóa ngược của khối hiện tại tới bộ biến đổi ngược 114. 

[0235] 
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[Bộ biến đổi ngược] 

 Bộ biến đổi ngược 114 khôi phục các sai số dự đoán bằng cách biến đổi 

ngược các hệ số biến đổi, mà được đưa vào từ bộ lượng tử hóa ngược 112. Cụ 

thể hơn, bộ biến đổi ngược 114 lưu trữ các phần dư dự đoán của khối hiện tại 

bằng cách thực hiện biến đổi ngược tương ứng với biến đổi được áp dụng tới các 

hệ số biến đổi bởi bộ biến đổi 106. Bộ biến đổi ngược 114 sau đó xuất các phần 

dư dự đoán được khôi phục tới bộ cộng 116. 

[0236] 

 Cần lưu ý rằng do thông tin thường bị mất trong khi lượng tử hóa, các 

phần dư dự đoán được khôi phục không khớp với các sai số dự đoán được tính 

toán bởi bộ trừ 104. Nói cách khác, các phần dư dự đoán được khôi phục thường 

bao gồm các sai số lượng tử hóa. 

[0237] 

[Bộ cộng] 

 Bộ cộng 116 khôi phục khối hiện tại bằng cách cộng các phần dư dự 

đoán mà được đưa vào từ bộ biến đổi ngược 114 và các ảnh dự đoán mà được 

đưa vào từ bộ điều khiển dự đoán 128. Do đó, ảnh được khôi phục được tạo ra. 

Bộ cộng 116 sau đó xuất ảnh được khôi phục tới bộ nhớ khối 118 và bộ lọc vòng 

120. 

[0238] 

[Bộ nhớ khối] 

 Bộ nhớ khối 118 là bộ lưu trữ để là trữ khối mà được chứa trong ảnh 

hiện tại và được viện dẫn tới trong việc nội dự đoán. Cụ thể hơn, bộ nhớ khối 

118 lưu trữ ảnh được khôi phục được xuất ra từ bộ cộng 116. 

[0239] 

[Bộ nhớ khung] 

 Bộ nhớ khung 122, ví dụ, là bộ lưu trữ để lưu trữ các ảnh tham chiếu 
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được sử dụng trong dự đoán liên đới, và cũng được gọi là bộ đệm khung. Cụ thể 

hơn, bộ nhớ khung 122 lưu trữ ảnh được khôi phục được lọc bởi bộ lọc vòng 

120. 

[0240] 

[Bộ lọc vòng] 

 Bộ lọc vòng 120 áp dụng các lọc vòng tới ảnh được khôi phục được xuất 

ra bởi bộ cộng 116, và xuất ra ảnh được khôi phục được lọc tới bộ nhớ khung 

122. Bộ lọc vòng là bộ lọc được sử dụng trong vòng mã hóa (bộ lọc nội vòng). 

Các ví dụ của các bộ lọc vòng bao gồm, ví dụ, bộ lọc vòng thích nghi 

(ALF-adaptive loop filter), bộ lọc giải khối (DF hoặc DBF), bộ lọc dịch thích 

nghi mẫu (SAO-sample adaptive offset), v.v. 

[0241] 

 FIG.22 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ lọc vòng 

120. 

[0242] 

 Ví dụ, như được minh họa trong FIG.22, bộ lọc vòng 120 bao gồm bộ 

thực thi lọc giải khối 120a, bộ thực thi SAO 120b, và bộ thực thi ALF 120c. Bộ 

thực thi lọc giải khối 120a thực hiện xử lý lọc giải khối của ảnh được khôi phục. 

Bộ thực thi SAO 120b thực hiện xử lý SAO của ảnh được khôi phục sau khi 

được đưa vào xử lý lọc giải khối. Bộ thực thi ALF 120c thực hiện xử lý ALF của 

ảnh được khôi phục sau khi được đưa vào xử lý SAO. Các xử lý ALF và giải 

khối được mô tả chi tiết sau đây. Xử lý SAO là xử lý để nâng cao chất lượng ảnh 

bằng cách làm giảm độ rung (hiện tượng trong đó các giá trị điểm ảnh bị méo 

như các sóng xung quanh biên) và hiệu chỉnh độ lệch trong giá trị điểm ảnh. Các 

ví dụ của xử lý SAO bao gồm xử lý dịch biên và xử lý dịch băng. Cần lưu ý rằng 

bộ lọc vòng 120 không cần luôn bao gồm tất cả các thành phần cấu thành được 

bộc lộ trong FIG.22, và có thể bao gồm chỉ một phần của các thành phần cấu 

thành. Ngoài ra, bộ lọc vòng 120 có thể được có cấu trúc để thực hiện các xử lý 
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nêu trên trong thứ tự xử lý khác với xử lý được bộc lộ trong FIG.22. 

[0243] 

[Bộ lọc vòng > Bộ lọc vòng thích nghi] 

 Trong ALF, bộ lọc sai số bình phương tối thiểu để loại bỏ các méo nén 

được áp dụng. Ví dụ, một bộ lọc được lựa chọn từ nhiều bộ lọc dựa trên chiều và 

hoạt động của các građien cục bộ được áp dụng đối với mỗi khối con 2×2 điểm 

ảnh trong khối hiện tại. 

[0244] 

 Cụ thể hơn, đầu tiên, mỗi khối con (ví dụ, mỗi khối con 2×2 điểm ảnh) 

được phân loại thành một trong số nhiều lớp (ví dụ, 15 hoặc 25 lớp). Việc phân 

loại khối con được dựa trên, ví dụ, chiều và độ hoạt động građien. Theo ví dụ cụ 

thể của sáng chế, chỉ số hạng mục C (ví dụ, C = 5D + A) được tính toán dựa trên 

chiều građien D (ví dụ, 0 đến 2 hoặc 0 đến 4) và độ hoạt động građien A (ví dụ, 

0 đến 4). Sau đó, dựa trên chỉ số phân loại C, mỗi khối con được phân loại thành 

một trong số nhiều lớp. 

[0245] 

 Ví dụ, chiều građien D được tính toán bằng cách so sánh các građien của 

các chiều (ví dụ, chiều ngang, chiều dọc, và hai chiều đường chéo). Ngoài ra, ví 

dụ, độ hoạt động građien A được tính toán bằng cách cộng các građien của các 

chiều và lượng tử hóa kết quả cộng này. 

[0246] 

 Bộ lọc cần được sử dụng cho mỗi khối con được xác định từ trong số 

nhiều bộ lọc dựa trên kết quả của việc phân loại này. 

[0247] 

 Dạng bộ lọc cần được sử dụng trong ALF, ví dụ, là dạng bộ lọc đối xứng 

vòng tròn. FIG.23A đến FIG.23C minh họa các ví dụ về các dạng lọc được sử 

dụng trong các ALF. FIG.23A minh họa bộ lọc dạng kim cương 5×5, FIG.23B 
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minh họa bộ lọc dạng kim cương 7×7, và FIG.23C minh họa bộ lọc dạng kim 

cương 9×9. Thông tin mà chỉ báo dạng bộ lọc thường được báo hiệu tại cấp ảnh. 

Lưu ý rằng việc báo hiệu thông tin này mà chỉ báo dạng bộ lọc không cần được 

thực hiện tại cấp ảnh, và có thể được thực hiện tại cấp khác (ví dụ, tại cấp chuỗi, 

cấp lớp, cấp viên, cấp CTU, hoặc cấp CU). 

[0248] 

 Việc cho phép hoặc không cho phép ALF được xác định tại cấp ảnh hoặc 

cấp CU. Ví dụ, việc quyết định có áp dụng hay không ALF tới độ chói có thể 

được thực hiện tại cấp CU, và việc quyết định có áp dụng hay không ALF tới 

sắc độ có thể được thực hiện tại cấp ảnh. Thông tin mà chỉ báo việc cho phép 

hoặc không cho phép của ALF thường được báo hiệu tại cấp ảnh hoặc cấp CU. 

Cần lưu ý rằng việc báo hiệu của thông tin mà chỉ báo việc cho phép hoặc không 

cho phép ALF không cần thiết được thực hiện tại cấp ảnh hoặc cấp CU, và có 

thể được thực hiện tại cấp khác (ví dụ, tại cấp chuỗi, cấp lát, cấp viên, hoặc cấp 

CTU). 

[0249] 

 Ngoài ra, như được mô tả nêu trên, một bộ lọc được lựa chọn từ nhiều bộ 

lọc, và xử lý ALF của khối con được thực hiện. Tập hợp của các hệ số cần được 

sử dụng đối với mỗi bộ lọc (ví dụ, tối đa tới bộ lọc thứ mười lăm hoặc hai mươi 

lăm) thường được báo hiệu tại mức ảnh. Cần lưu ý rằng tập hợp hệ số không cần 

luôn được báo hiệu tại cấp ảnh, và có thể được báo hiệu tại cấp khác (ví dụ, tại 

cấp chuỗi, cấp lớp, cấp viên, cấp CTU, cấp CU, hoặc cấp khối con). 

[0250] 

[Bộ lọc vòng > Bộ lọc vòng thích nghi thành phần chéo] 

 FIG.23D là sơ đồ minh họa ví dụ trong đó Y mẫu (thành phần thứ nhất) 

được sử dụng cho ALF thành phần chéo (CCALF) đối với Cb và CCALF đối 

với Cr (các thành phần khác với thành phần thứ nhất). FIG.23E là sơ đồ minh 

họa bộ lọc dạng kim cương. 
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[0251] 

 Một ví dụ của CC-ALF hoạt động bằng cách áp dụng bộ lọc dạng kim 

cương, tuyến tính (các Fig.23D, Fig.23E) tới kênh độ chói đối với mỗi thành 

phần sắc độ. Các hệ số lọc, ví dụ, có thể được truyền trong APS, được biến đổi 

tỷ lệ bởi hệ số 2^10, và được làm tròn đối với biểu diễn điểm cố định. Việc áp 

dụng các bộ lọc được điều khiển trên kích cỡ khối biến thiên và được báo hiệu 

bởi cờ được mã hóa ngữ cảnh thu được đối với mỗi khối của các mẫu. Kích cỡ 

khối cùng với cờ cho phép CC-ALF được thu tại mức lát đối với mỗi thành phần 

sắc độ. Cú pháp và các ngữ nghĩa đối với CC-ALF được mô tả trong phần phụ 

lục. Ngoài ra, các kích cỡ khối sau đây (trong các mẫu sắc độ) được hỗ trợ: 

16×16, 32×32, 64×64, và 128×128. 

[0252] 

[Bộ lọc vòng > Bộ lọc vòng thích nghi thành phần chéo sắc độ liên kết] 

 FIG.23F là sơ đồ minh họa ví dụ đối với CCALF sắc độ liên kết 

(JC-CCALF). 

[0253] 

 Một ví dụ về JC-CCALF, trong đó chỉ một bộ lọc CCALF sẽ được sử 

dụng để tạo ra một đầu ra được lọc CCALF như là tín hiệu tinh chỉnh sắc độ đối 

với chỉ một thành phần màu, trong khi phiên bản trọng số thích hợp của cùng tín 

hiệu tinh chỉnh sắc độ sẽ được áp dụng tới thành phần màu khác. Theo cách này, 

độ phức tạp của CCALF hiện tại được làm giảm xuống khoảng một nửa. 

[0254] 

 Giá trị trọng số được mã hóa thành cờ dấu và chỉ số trọng số. Chỉ số 

trọng số (được ký hiệu là weight_index) được mã hóa thành 3 bit, và chỉ rõ độ 

lớn của trọng số JC-CCALF JcCcWeight. Tham số này không thể bằng 0. Độ 

lớn của JcCcWeight được xác định như sau. 

[0255] 

 - Nếu weight_index nhỏ hơn hoặc bằng 4, JcCcWeight bằng 
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weight_index >> 2. 

[0256] 

 - Nếu không phải, JcCcWeight bằng 4 / (weight_index - 4 ). 

[0257] Việc điều khiển bật/tắt mức khối của việc lọc ALF đối với Cb và Cr được 

tách biệt. Điều này là tương tự trong CCALF, và hai tập hợp riêng biệt của các 

cờ điều khiển bật/tắt mức khối sẽ được mã hóa. Khác với CCALF, ở đây, các 

kích cỡ khối điều khiển bật/tắt Cb, Cr là giống nhau, và do đó, chỉ một kích cỡ 

khối biến thiên được mã hóa. 

[0258] 

[Bộ lọc vòng > Bộ lọc giải khối] 

 Trong xử lý lọc giải khối, bộ lọc vòng 120 thực hiện xử lý lọc trên biên 

khối trong ảnh được khôi phục để làm giảm độ méo mà xảy ra tại biên khối. 

[0259] 

 FIG.24 là sơ đồ khối minh họa một ví dụ về cấu trúc cụ thể của bộ thực 

thi lọc giải khối 120a. 

[0260] 

 Ví dụ, bộ thực thi lọc giải khối 120a bao gồm: bộ xác định biên 1201; bộ 

xác định lọc 1203; bộ thực thi lọc 1205; bộ xác định xử lý 1208; bộ xác định đặc 

tính lọc 1207; và các bộ chuyển đổi 1202, 1204, và 1206. 

[0261] 

 Bộ xác định biên 1201 xác định rằng điểm ảnh cần được lọc giải khối 

(tức là, điểm ảnh hiện tại) được hiện diện quanh biên khối. Sau đó, bộ xác định 

biên 1201 xuất ra kết quả xác định tới bộ chuyển đổi 1202 và bộ xác định xử lý 

1208. 

[0262] 

 Trong trường hợp trong đó bộ xác định biên 1201 đã xác định rằng điểm 

ảnh hiện tại được hiện diện xung quanh biên khối, bộ chuyển đổi 1202 xuất ra 
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ảnh không được lọc tới bộ chuyển đổi 1204. Trong trường hợp ngược lại trong 

đó bộ xác định biên 1201 đã xác định rằng không có điểm ảnh hiện tại được hiện 

diện xung quanh biên khối, bộ chuyển đổi 1202 xuất ra ảnh không được lọc tới 

bộ chuyển đổi 1206. Cần lưu ý rằng ảnh không được lọc là ảnh được cấu hình 

với điểm ảnh hiện tại và ít nhất một điểm ảnh xung quanh được bố trí xung 

quanh điểm ảnh hiện tại. 

[0263] 

 Bộ xác định lọc 1203 xác định rằng có thực hiện việc lọc giải khối của 

điểm ảnh hiện tại hay không, dựa trên giá trị điểm ảnh của ít nhất một điểm ảnh 

xung quanh được bố trí xung quanh điểm ảnh hiện tại. Sau đó, bộ xác định lọc 

1203 xuất ra kết quả xác định tới bộ chuyển đổi 1204 và bộ xác định xử lý 1208. 

[0264] 

 Trong trường hợp trong đó bộ xác định lọc 1203 đã xác định để thực 

hiện việc lọc giải khối của điểm ảnh hiện tại, bộ chuyển đổi 1204 xuất ra ảnh 

không được lọc thu được thông qua bộ chuyển đổi 1202 tới bộ thực thi lọc 1205. 

Trong trường hợp ngược lại trong đó bộ xác định lọc 1203 đã xác định không 

thực hiện việc lọc giải khối của điểm ảnh hiện tại, bộ chuyển đổi 1204 xuất ra 

ảnh không được lọc thu được thông qua bộ chuyển đổi 1202 tới bộ chuyển đổi 

1206. 

[0265] 

 Khi thu nhận ảnh không được lọc thông qua các bộ chuyển đổi 1202 và 

1204, bộ thực thi lọc 1205 thực thi, đối với điểm ảnh hiện tại, việc lọc giải khối 

với đặc tính lọc được xác định bởi bộ xác định đặc tính lọc 1207. Sau đó, bộ 

thực thi lọc 1205 xuất ra điểm ảnh được lọc tới bộ chuyển đổi 1206. 

[0266] 

 Dưới sự điều khiển của bộ xác định xử lý 1208, bộ chuyển đổi 1206 xuất 

ra một cách chọn lọc điểm ảnh mà không được lọc giải khối và điểm ảnh mà 

được lọc giải khối bởi bộ thực thi lọc 1205. 
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[0267] 

 Bộ xác định xử lý 1208 điều khiển bộ chuyển đổi 1206 dựa trên các kết 

quả của việc xác định được thực hiện bởi bộ xác định biên 1201 và bộ xác định 

lọc 1203. Nói cách khác, bộ xác định xử lý 1208 làm cho bộ chuyển đổi 1206 

xuất ra điểm ảnh mà được lọc giải khối khi bộ xác định biên 1201 xác định rằng 

điểm ảnh hiện tại được hiện diện xung quanh biên khối và bộ xác định lọc 1203 

xác định để thực hiện việc lọc giải khối của điểm ảnh hiện tại. Ngoài ra, trong 

trường hợp khác ngoài trường hợp nêu trên, bộ xác định xử lý 1208 làm cho bộ 

chuyển đổi 1206 xuất ra điểm ảnh mà không được lọc giải khối. Ảnh được lọc 

được xuất ra từ bộ chuyển đổi 1206 bằng cách lặp lại đầu ra của điểm ảnh theo 

cách này. Cần lưu ý rằng cấu hình được minh họa trong FIG.24 là một ví dụ của 

cấu hình trong bộ thực thi lọc giải khối 120a. Bộ thực thi lọc giải khối 120a có 

thể có cấu hình khác. 

[0268] 

 FIG.25 là sơ đồ để minh họa ví dụ về bộ lọc giải khối mà có đặc tính lọc 

đối xứng đối với biên khối. 

[0269] 

 Trong xử lý lọc giải khối, một trong số hai bộ lọc giải khối mà có các 

đặc tính khác nhau, tức là, bộ lọc mạnh và bộ lọc yếu, được lựa chọn nhờ sử 

dụng các giá trị điểm ảnh và các tham số lượng tử hóa, chẳng hạn. Trong trường 

hợp của bộ lọc mạnh, các điểm ảnh p0 đến p2 và các điểm ảnh q0 đến q2 được 

hiện diện đi qua biên khối như được minh họa trong FIG.25, các giá trị điểm ảnh 

của điểm ảnh tương ứng q0 đến q2 được thay đổi thành các giá trị điểm ảnh q’0 

đến q’2 bằng cách thực hiện các tính toán theo biểu thức dưới đây. 

[0270] 

 q’0 = (p1 + 2 × p0 + 2 × q0 + 2 × q1 + q2 + 4) / 8 

 q’1 = (p0 +q0 + q1 + q2 + 2) / 4 

 q’2 = (p0 + q0 + q1 +3 × q2 + 2 × q3 +4) / 8 
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[0271] 

 Cần lưu ý rằng, trong các biểu thức nêu trên, p0 đến p2 và q0 đến q2 là 

các giá trị điểm ảnh của các điểm ảnh tương ứng p0 đến p2 và các điểm ảnh q0 

đến q2. Ngoài ra, q3 là giá trị điểm ảnh của điểm ảnh lân cận q3 được bố trí tại 

phía đối diện của điểm ảnh q2 so với biên khối. Ngoài ra, trong vế phải của mỗi 

biểu thức, các hệ số mà được nhân với các giá trị điểm ảnh tương ứng của các 

điểm ảnh cần được sử dụng để lọc giải khối là các hệ số lọc. 

[0272] 

 Ngoài ra, trong việc lọc giải khối, việc cắt có thể được thực hiện sao cho 

các giá trị điểm ảnh được tính toán không thay đổi lớn hơn giá trị ngưỡng. Trong 

xử lý cắt của các giá trị điểm ảnh được tính toán theo các biểu thức nêu trên 

được cắt thành giá trị thu được theo “giá trị điểm ảnh tính toán trước ± 2 × giá 

trị ngưỡng” nhờ sử dụng giá trị ngưỡng được xác định dựa trên tham số lượng tử 

hóa. Theo cách này, có thể ngăn ngừa việc san bằng quá mức. 

[0273] 

 FIG.26 là sơ đồ để minh họa một ví dụ về biên khối mà trên đó xử lý lọc 

giải khối được thực hiện. FIG.27 là sơ đồ minh họa các ví dụ về các giá trị Bs. 

[0274] 

 Biên khối mà trên đó xử lý lọc giải khối được thực hiện là, ví dụ, biên 

giữa các CU, PU, hoặc TU mà có các khối 8×8 điểm ảnh như được minh họa 

trong FIG.26. Xử lý lọc giải khối được thực hiện, ví dụ, trong các đơn vị của 

bốn hàng hoặc bốn cột. Đầu tiên, các giá trị cường độ biên (Bs) được xác định 

như được chỉ báo trong FIG.27 đối với khối P và khối Q được minh họa trong 

FIG.26. 

[0275] 

 Theo các giá trị Bs trong FIG.27, việc có thực hiện hay không các xử lý 

lọc giải khối của các biên khối mà thuộc về cùng ảnh sử dụng các cường độ 

khác nhau có thể được xác định. Xử lý lọc giải khối đối với tín hiệu sắc độ được 
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thực hiện khi giá trị Bs là 2. Xử lý lọc giải khối đối với tín hiệu độ chói được 

thực hiện khi giá trị Bs là 1 hoặc lớn hơn và điều kiện được xác định được thỏa 

mãn. Cần lưu ý rằng các điều kiện để xác định các giá trị Bs không bị giới hạn ở 

những gì được thể hiện trong FIG.27, và giá trị Bs có thể được xác định dựa trên 

tham số khác. 

[0276] 

[Bộ dự đoán (bộ nội dự đoán, bộ dự đoán liên đới, bộ điều khiển dự đoán)] 

 FIG.28 là lưu đồ minh họa một ví dụ của xử lý được thực hiện bởi bộ dự 

đoán của bộ mã hóa 100. Cần lưu ý rằng bộ dự đoán, như là một ví dụ, bao gồm 

tất cả hoặc một phần của các thành phần cấu thành sau đây: bộ nội dự đoán 124; 

bộ dự đoán liên đới 126; và bộ điều khiển dự đoán 128. Bộ thực thi dự đoán bao 

gồm, ví dụ, bộ nội dự đoán 124 và bộ dự đoán liên đới 126. 

[0277] 

 Bộ dự đoán tạo ra ảnh dự đoán của khối hiện tại (bước Sb_1). Cần lưu ý 

rằng ảnh dự đoán là, ví dụ, ảnh nội dự đoán (tín hiệu dự đoán nội bộ) hoặc ảnh 

dự đoán liên đới (tín hiệu dự đoán liên đới). Cụ thể hơn, bộ dự đoán tạo ra ảnh 

dự đoán của khối hiện tại nhờ sử dụng ảnh được khôi phục mà đã thu được đối 

với khối khác thông qua việc tạo ra ảnh dự đoán, việc tạo ra phần dư dự đoán, 

việc tạo ra các hệ số được lượng tử hóa, việc khôi phục của phần dư dự đoán, và 

việc bổ sung ảnh dự đoán. 

[0278] 

 Ảnh được khôi phục có thể là, ví dụ, ảnh trong ảnh tham chiếu, hoặc ảnh 

của khối được mã hóa (tức là, khối khác được mô tả nêu trên) trong ảnh hiện tại 

mà là ảnh bao gồm khối hiện tại. Khối được mã hóa trong ảnh hiện tại là, ví dụ, 

khối lân cận của khối hiện tại. 

[0279] 

 FIG.29 là lưu đồ minh họa ví dụ khác về xử lý được thực hiện bởi bộ dự 

đoán của bộ mã hóa 100. 
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[0280] 

 Bộ dự đoán tạo ra ảnh dự đoán nhờ sử dụng phương pháp thứ nhất (bước 

Sc_1a), tạo ra ảnh dự đoán nhờ sử dụng phương pháp thứ hai (bước Sc_1b), và 

tạo ra ảnh dự đoán nhờ sử dụng phương pháp thứ ba (bước Sc_1c). Phương pháp 

thứ nhất, phương pháp thứ hai, và phương pháp thứ ba có thể là các phương 

pháp khác nhau để tạo ra ảnh dự đoán. Mỗi phương pháp thứ nhất đến thứ ba có 

thể là phương pháp dự đoán liên đới, phương pháp nội dự đoán, hoặc phương 

pháp dự đoán khác. Ảnh được khôi phục nêu trên có thể được sử dụng trong các 

phương pháp dự đoán này. 

[0281] 

 Tiếp theo, bộ dự đoán đánh giá các ảnh dự đoán được tạo ra trong các 

bước Sc_1a, Sc_1b, và Sc_1c (bước Sc_2). Ví dụ, bộ dự đoán tính toán các giá 

trị C đối với các ảnh dự đoán được tạo ra trong bước Sc_1a, Sc_1b, và Sc_1c, và 

đánh giá các ảnh dự đoán bằng cách so sánh các giá trị C của các ảnh dự đoán. 

Cần lưu ý rằng giá trị C được tính toán theo biểu thức mô hình tối ưu hóa R-D, 

ví dụ, C = D + λ × R. Trong biểu thức này, D chỉ báo các độ méo nén của ảnh dự 

đoán, và được biểu diễn như là, ví dụ, tổng của các độ chênh lệch tuyệt đối giữa 

giá trị điểm ảnh của khối hiện tại và giá trị điểm ảnh của ảnh dự đoán. Ngoài ra, 

R chỉ báo tốc độ bit của dòng. Ngoài ra, λ chỉ báo, ví dụ, số nhân theo phương 

pháp nhân tử Lagrange. 

[0282] 

 Sau đó, bộ dự đoán lựa chọn một trong số các ảnh dự đoán được tạo ra 

trong các bước Sc_1a, Sc_1b, và Sc_1c (bước Sc_3). Nói cách khác, bộ dự đoán 

lựa chọn phương pháp hoặc chế độ để thu nhận ảnh dự đoán cuối cùng. Ví dụ, 

bộ dự đoán lựa chọn ảnh dự đoán mà có giá trị C nhỏ nhất, dựa trên các giá trị C 

được tính toán đối với các ảnh dự đoán. Ngoài ra, việc đánh giá trong bước Sc_2 

và việc lựa chọn của ảnh dự đoán trong bước Sc_3 có thể được thực hiện dựa 

trên tham số mà được sử dụng trong xử lý mã hóa. Bộ mã hóa 100 có thể biến 

đổi thông tin để nhận dạng ảnh dự đoán được lựa chọn, phương pháp, hoặc chế 
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độ vào dòng. Thông tin này có thể là, ví dụ, cờ hoặc loại tương tự. Theo cách 

này, bộ giải mã 200 có thể tạo ra ảnh dự đoán theo phương pháp hoặc chế độ 

được lựa chọn bởi bộ mã hóa 100, dựa trên thông tin này. Cần lưu ý rằng, trong 

ví dụ được minh họa trong FIG.29, bộ dự đoán lựa chọn bất kỳ trong số các ảnh 

dự đoán sau khi các ảnh dự đoán được tạo ra nhờ sử dụng các phương pháp 

tương ứng. Tuy nhiên, bộ dự đoán có thể lựa chọn phương pháp hoặc chế độ dựa 

trên tham số để sử dụng trong xử lý mã hóa nêu trên trước khi tạo ra các ảnh dự 

đoán, và có thể tạo ra ảnh dự đoán theo phương pháp hoặc chế độ được lựa 

chọn. 

[0283] 

 Ví dụ, phương pháp thứ nhất và phương pháp thứ hai có thể là việc nội 

dự đoán và việc dự đoán liên đới, một cách lần lượt, và bộ dự đoán có thể lựa 

chọn ảnh dự đoán cuối cùng đối với khối hiện tại từ các ảnh dự đoán được tạo ra 

theo các phương pháp dự đoán. 

[0284] 

 FIG.30 là lưu đồ minh họa ví dụ khác về xử lý được thực hiện bởi bộ dự 

đoán của bộ mã hóa 100. 

[0285] 

 Đầu tiên, bộ dự đoán tạo ra ảnh dự đoán nhờ sử dụng việc nội dự đoán 

(bước Sd_1a), và tạo ra ảnh dự đoán nhờ sử dụng việc dự đoán liên đới (bước 

Sd_1b). Cần lưu ý rằng ảnh dự đoán được tạo ra bởi việc nội dự đoán cũng được 

gọi là ảnh nội dự đoán, và ảnh dự đoán được tạo ra bởi việc dự đoán liên đới 

cũng được gọi là ảnh dự đoán liên đới. 

[0286] 

 Tiếp theo, bộ dự đoán đánh giá mỗi ảnh nội dự đoán và ảnh dự đoán liên 

đới (bước Sd_2). Giá trị C được mô tả nêu trên có thể được sử dụng trong việc 

đánh giá. Sau đó, bộ dự đoán có thể lựa chọn ảnh dự đoán mà giá trị C nhỏ nhất 

đã được tính toán trong số ảnh nội dự đoán và ảnh dự đoán liên đới, như là ảnh 
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dự đoán cuối cùng đối với khối hiện tại (bước Sd_3). Nói cách khác, phương 

pháp dự đoán hoặc chế độ tạo ra ảnh dự đoán đối với khối hiện tại được lựa 

chọn. 

[0287] 

[Bộ dự đoán nội bộ] 

 Bộ nội dự đoán 124 tạo ra ảnh dự đoán (tức là, ảnh nội dự đoán) của 

khối hiện tại bằng cách thực hiện việc nội dự đoán (cũng được gọi là dự đoán 

khung nội bộ) của khối hiện tại bằng cách viện dẫn tới khối hoặc các khối trong 

ảnh hiện tại mà được lưu trữ trong bộ nhớ khối 118. Cụ thể hơn, bộ nội dự đoán 

124 tạo ra ảnh nội dự đoán bằng cách thực hiện việc nội dự đoán bằng cách viện 

dẫn tới các giá trị điểm ảnh (ví dụ, các giá trị độ chói và/hoặc sắc độ) của khối 

hoặc các khối mà lân cận khối hiện tại, và sau đó xuất ra ảnh nội dự đoán tới bộ 

điều khiển dự đoán 128. 

[0288] 

 Ví dụ, bộ nội dự đoán 124 thực hiện việc nội dự đoán bằng cách sử dụng 

một chế độ từ trong số các chế độ nội dự đoán mà đã được xác định trước. Các 

chế độ dự đoán trong thường bao gồm một hoặc nhiều chế độ dự đoán vô hướng 

và nhiều chế độ dự đoán có hướng. 

[0289] 

 Một hoặc nhiều chế độ dự đoán vô hướng bao gồm, ví dụ, chế độ dự 

đoán phẳng và chế độ dự đoán DC được định nghĩa trong tiêu chuẩn 

H.265/HEVC. 

[0290] 

 Các chế độ dự đoán có hướng bao gồm, ví dụ, 33 chế độ dự đoán có 

hướng được định nghĩa trong tiêu chuẩn H.265/HEVC. Cần lưu ý rằng các chế 

độ dự đoán có hướng có thể còn bao gồm 32 chế độ dự đoán có hướng ngoài 33 

chế độ dự đoán có hướng (đối với tổng cộng 65 chế độ dự đoán có hướng). 

FIG.31 là sơ đồ để minh họa tổng 67 chế độ nội dự đoán được sử dụng trong 
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việc nội dự đoán (hai chế độ dự đoán vô hướng và 65 chế độ dự đoán có hướng). 

Các mũi tên liền nét biểu diễn 33 chiều được xác định trong tiêu chuẩn 

H.265/HEVC, và các mũi tên đứt nét biểu diễn 32 chiều bổ sung (hai chế độ dự 

đoán vô hướng không được minh họa trong FIG.31). 

[0291] 

 Trong các loại ví dụ bố trí khác nhau, khối độ chói có thể được viện dẫn 

tới trong việc nội dự đoán của khối sắc độ. Nói cách khác, thành phần màu của 

khối hiện tại có thể được dự đoán dựa trên thành phần màu của khối hiện tại. 

Việc dự đoán trong cũng được gọi là dự đoán mô hình tuyến tính thành phần 

chéo (CCLM-cross-component linear model). Chế độ nội dự đoán đối với khối 

sắc độ trong đó khối độ chói này được viện dẫn tới (cũng được gọi là, ví dụ, chế 

độ CCLM) có thể được bổ sung như là một trong số các chế độ nội dự đoán đối 

với các khối sắc độ. 

[0292] 

 Bộ nội dự đoán 124 có thể hiệu chỉnh các giá trị điểm ảnh được nội dự 

đoán dựa trên các građien điểm ảnh tham chiếu dọc/ngang. Việc dự đoán nội bộ 

mà kèm theo loại hiệu chỉnh này cũng được gọi là kết hợp dự đoán trong phụ 

thuộc vị trí (PDPC-position dependent intra prediction combination). Thông tin 

mà chỉ báo áp dụng PDPC hoặc không (được gọi là, ví dụ, cờ PDPC) thường 

được báo hiệu tại cấp CU. Cần lưu ý rằng việc báo hiệu của thông tin này không 

cần được thực hiện tại cấp CU, và có thể được thực hiện tại cấp khác (ví dụ, tại 

cấp chuỗi, cấp ảnh, cấp lớp, cấp viên, hoặc cấp CTU). 

[0293] 

 FIG.32 là lưu đồ minh họa một ví dụ của xử lý được thực hiện bởi bộ nội 

dự đoán 124. 

[0294] 

 Bộ nội dự đoán 124 lựa chọn một chế độ nội dự đoán từ các chế độ nội 

dự đoán (bước Sw_1). Sau đó, bộ nội dự đoán 124 tạo ra ảnh dự đoán theo chế 
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độ nội dự đoán được lựa chọn (bước Sw_2). Tiếp theo, bộ nội dự đoán 124 xác 

định các chế độ có khả năng xảy ra nhất (MPM-most probable mode) (bước 

Sw_3). Các MPM bao gồm, ví dụ, sáu chế độ nội dự đoán. Hai chế độ trong số 

sáu chế độ nội dự đoán có thể là chế độ phẳng và chế độ dự đoán DC, và bốn 

chế độ còn lại có thể là các chế độ dự đoán có hướng. Bộ nội dự đoán 124 xác 

định rằng chế độ nội dự đoán được lựa chọn trong bước Sw_1 có được chứa 

trong các MPM hay không (bước Sw_4). 

[0295] 

 Ở đây, khi xác định rằng chế độ nội dự đoán được lựa chọn trong bước 

Sw_1 được chứa trong các MPM (Có trong bước Sw_4), bộ nội dự đoán 124 

thiết lập cờ MPM thành 1 (bước Sw_5), và tạo ra thông tin mà chỉ báo chế độ 

nội dự đoán được lựa chọn trong số các MPM (bước Sw_6). Cần lưu ý rằng cờ 

MPM được thiết lập là 1 và thông tin mà chỉ báo chế độ nội dự đoán được mã 

hóa như là các tham số dự đoán bởi bộ mã hóa entropy 110. 

[0296] 

 Khi xác định rằng chế độ nội dự đoán được lựa chọn không được chứa 

trong các MPM (Không trong bước Sw_4), bộ nội dự đoán 124 thiết lập cờ 

MPM thành 0 (bước Sw_7). Ngoài ra, bộ nội dự đoán 124 không thiết lập bất kỳ 

cờ MPM. Sau đó, bộ nội dự đoán 124 tạo ra thông tin mà chỉ báo chế độ nội dự 

đoán được lựa chọn trong số ít nhất một chế độ nội dự đoán mà không được 

chứa trong các MPM (bước Sw_8). Cần lưu ý rằng cờ MPM được thiết lập là 0 

và thông tin mà chỉ báo chế độ nội dự đoán được mã hóa như là các tham số dự 

đoán bởi bộ mã hóa entropy 110. Thông tin mà chỉ báo chế độ nội dự đoán chỉ 

báo, ví dụ, bất kỳ một trong số 0 đến 60. 

[0297] 

[Bộ dự đoán liên đới] 

 Bộ dự đoán liên đới 126 tạo ra ảnh dự đoán (ảnh dự đoán liên đới) bằng 

cách thực hiện việc dự đoán liên đới (cũng được gọi là dự đoán khung liên đới) 
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của khối hiện tại bằng cách viện dẫn tới khối hoặc các khối trong ảnh tham 

chiếu, mà khác với ảnh hiện tại và được lưu trữ trong bộ nhớ khung 122. Việc 

dự đoán liên đới được thực hiện trong các đơn vị của khối hiện tại hoặc khối con 

hiện tại trong khối hiện tại. Khối con được chứa trong khối và là đơn vị nhỏ hơn 

khối. Kích cỡ của khối con có thể là 4×4 điểm ảnh, 8×8 điểm ảnh, hoặc kích cỡ 

khác. Kích cỡ của khối con có thể được chuyển đổi đối với đơn vị như lát, viên, 

ảnh, v.v. 

[0298] 

 Ví dụ, bộ dự đoán liên đới 126 thực hiện ước lượng chuyển động trong 

ảnh tham chiếu đối với khối hiện tại hoặc khối con hiện tại, và tìm thấy khối 

tham chiếu hoặc khối con tham chiếu mà khớp nhất với khối hiện tại hoặc khối 

con hiện tại. Sau đó, bộ dự đoán liên đới 126 thu nhận thông tin chuyển động (ví 

dụ, vectơ chuyển động) mà bù chuyển động hoặc thay đổi từ khối tham chiếu 

hoặc khối con tham chiếu tới khối hiện tại hoặc khối con hiện tại. Bộ dự đoán 

liên đới 126 tạo ra ảnh dự đoán liên đới của khối hiện tại hoặc khối con hiện tại 

bằng cách thực hiện việc bù chuyển động (hoặc dự đoán chuyển động) dựa trên 

thông tin chuyển động. Bộ dự đoán liên đới 126 xuất ra ảnh dự đoán liên đới 

được tạo ra tới bộ điều khiển dự đoán 128. 

[0299] 

 Thông tin chuyển động được sử dụng trong việc bù chuyển động có thể 

được báo hiệu như là các ảnh dự đoán liên đới trong các dạng khác nhau. Ví dụ, 

vectơ chuyển động có thể được báo hiệu. Theo ví dụ khác, độ chênh lệch giữa 

vectơ chuyển động và phần dự đoán vectơ chuyển động có thể được báo hiệu. 

[0300] 

[Danh sách ảnh tham chiếu] 

 FIG.33 là sơ đồ để minh họa các ví dụ về các ảnh tham chiếu. FIG.34 là 

sơ đồ khái niệm để minh họa các ví dụ về các danh sách ảnh tham chiếu. Mỗi 

danh sách ảnh tham chiếu là danh sách mà chỉ báo ít nhất một ảnh tham chiếu 
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được lưu trữ trong bộ nhớ khung 122. Cần lưu ý rằng, trong FIG.33, mỗi hình 

chữ nhật chỉ báo ảnh, mỗi mũi tên chỉ báo quan hệ tham chiếu ảnh, trục ngang 

chỉ báo thời gian, I, P, và B trong các hình chữ nhật chỉ báo ảnh nội dự đoán, ảnh 

dự đoán đơn hướng, và ảnh dự đoán hai hướng, một cách lần lượt, và các số 

trong các hình chữ nhật chỉ báo thứ tự giải mã. Như được minh họa trong 

FIG.33, thứ giải mã của các ảnh là thứ tự I0, P1, B2, B3, và B4, và thứ tự hiển 

thị của các ảnh là thứ tự I0, B3, B2, B4, và P1. Như được minh họa trong 

FIG.34, danh sách ảnh tham chiếu là danh sách mà biểu diễn các ứng viên ảnh 

tham chiếu. Ví dụ, một ảnh (hoặc lát) có thể bao gồm ít nhất một danh sách ảnh 

tham chiếu. Ví dụ, một danh sách ảnh tham chiếu được sử dụng khi ảnh hiện tại 

là ảnh dự đoán đơn hướng, và hai danh sách ảnh tham chiếu được sử dụng khi 

ảnh hiện tại là ảnh dự đoán hai hướng. Trong các ví dụ của các Fig.33 và Fig.34, 

ảnh B3 mà là ảnh hiện tại currPic có hai danh sách ảnh tham chiếu mà là danh 

sách L0 và danh sách L1. Khi ảnh hiện tại currPic là ảnh B3, các ứng viên ảnh 

tham chiếu đối với ảnh hiện tại currPic là I0, P1, và B2, và các danh sách ảnh 

tham chiếu (mà là danh sách L0 và danh sách L1) chỉ báo các ảnh này. Bộ dự 

đoán liên đới 126 hoặc bộ điều khiển dự đoán 128 chỉ rõ ảnh nào trong mỗi danh 

sách ảnh tham chiếu được viện dẫn thực tế trong dạn của chỉ số ảnh tham chiếu 

refIdxLx. Trong FIG.34, các ảnh tham chiếu P1 và B2 được chỉ rõ bởi các chỉ số 

ảnh tham chiếu refIdxL0 và refIdxL1. 

[0301] 

 Danh sách ảnh tham chiếu này có thể được tạo ra đối với mỗi đơn vị như 

chuỗi, ảnh, lát, viên, CTU, hoặc CU. Ngoài ra, trong số các ảnh tham chiếu được 

chỉ báo trong các danh sách ảnh tham chiếu, chỉ số ảnh tham chiếu mà chỉ báo 

ảnh tham chiếu được viện dẫn tới trong việc dự đoán liên đới có thể được báo 

hiệu tại mức chuỗi, mức ảnh, mức lát, mức viên, mức CTU, hoặc mức CU. 

Ngoài ra, danh sách ảnh tham chiếu chung có thể được sử dụng trong các chế độ 

dự đoán liên đới. 

[0302] 
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[Dòng xử lý cơ bản của việc dự đoán liên đới] 

 FIG.35 là lưu đồ minh họa dòng xử lý cơ bản của việc dự đoán liên đới. 

[0303] 

 Đầu tiên, bộ dự đoán liên đới 126 tạo ra tín hiệu dự đoán (Các bước 

Se_1 đến Se_3). Tiếp theo, bộ trừ 104 tạo ra độ chênh lệch giữa khối hiện tại và 

ảnh dự đoán như là phần dư dự đoán (bước Se_4). 

[0304] 

 Ở đây, trong việc tạo ra ảnh dự đoán, bộ dự đoán liên đới 126 tạo ra ảnh 

dự đoán thông qua, ví dụ, việc xác định vectơ chuyển động (MV) của khối hiện 

tại (các bước Se_1 và Se_2) và việc bù chuyển động (bước Se_3). Ngoài ra, 

trong việc xác định MV, bộ dự đoán liên đới 126 xác định MV thông qua, ví dụ, 

việc lựa chọn ứng viên vectơ chuyển động (ứng viên MV) (bước Se_1) và thu 

nhận MV (bước Se_2). Việc lựa chọn của ứng viên MV được thực hiện bởi, ví 

dụ, bộ dự đoán liên đới 126 mà tạo ra danh sách ứng viên MV và lựa chọn ít 

nhất một ứng viên MV từ danh sách ứng viên MV. Cần lưu ý rằng các MV thu 

được trong quá khứ có thể được thêm vào danh sách ứng viên MV. Ngoài ra, 

trong việc thu nhận MV, bộ dự đoán liên đới 126 có thể còn lựa chọn ít nhất một 

ứng viên MV từ ít nhất một ứng viên MV, và xác định ít nhất một ứng viên MV 

được lựa chọn như là MV đối với khối hiện tại. Ngoài ra, bộ dự đoán liên đới 

126 có thể xác định MV đối với khối hiện tại bằng cách thực hiện việc ước 

lượng trong vùng ảnh tham chiếu được chỉ rõ bởi mỗi ít nhất một ứng viên MV 

được lựa chọn. Cần lưu ý rằng việc ước lượng trong vùng ảnh tham chiếu có thể 

được gọi là ước lượng chuyển động. 

[0305] 

 Ngoài ra, mặc dù các bước Se_1 đến Se_3 được thực hiện bởi bộ dự 

đoán liên đới 126 trong ví dụ nêu trên, xử lý mà là ví dụ bước Se_1, bước Se_2, 

hoặc loại tương tự có thể được thực hiện bởi thành phần cấu thành khác được 

chứa trong bộ mã hóa 100. 
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[0306] 

 Cần lưu ý rằng danh sách ứng viên MV có thể được tạo ra đối với mỗi 

xử lý trong chế độ dự đoán liên đới, hoặc danh sách ứng viên MV chung có thể 

được sử dụng trong các chế độ dự đoán liên đới. Các xử lý trong các bước Se_3 

và Se_4 tương ứng với các bước Sa_3 và Sa_4 được minh họa trong FIG.9, một 

cách lần lượt. Xử lý trong bước Se_3 tương ứng với xử lý trong bước Sd_1b 

trong FIG.30. 

[0307] 

[Dòng xử lý thu nhận MV] 

 FIG.36 là lưu đồ minh họa một ví dụ về thu nhận MV. 

[0308] 

 Bộ dự đoán liên đới 126 có thể thu nhận MV của khối hiện tại trong chế 

độ để mã hóa thông tin chuyển động (ví dụ, MV). Trong trường hợp này, ví dụ, 

thông tin chuyển động có thể được mã hóa như là tham số dự đoán, và có thể 

được báo hiệu. Nói cách khác, thông tin chuyển động được mã hóa được chứa 

trong dòng. 

[0309] 

 Ngoài ra, bộ dự đoán liên đới 126 có thể thu nhận MV trong chế độ 

trong đó thông tin chuyển động không được mã hóa. Trong trường hợp này, 

không có thông tin chuyển động được chứa trong dòng. 

[0310] 

 Ở đây, các chế độ thu nhận MV bao gồm chế độ liên đới thường, chế độ 

hợp nhất thường, chế độ FRUC, chế độ afin, v.v. mà được mô tả sau đây. Các 

chế độ trong đó thông tin chuyển động được mã hóa trong số các chế độ bao 

gồm chế độ liên đới thường, chế độ hợp nhất thường, chế độ afin (cụ thể, chế độ 

liên đới afin và chế độ hợp nhất afin), v.v. Cần lưu ý rằng thông tin chuyển động 

có thể bao gồm không chỉ MV mà còn thông tin lựa chọn bộ dự đoán MV mà 

được mô tả sau đây. Các chế độ trong đó không có thông tin chuyển động được 
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mã hóa bao gồm chế độ FRUC, v.v. bộ dự đoán liên đới 126 lựa chọn chế độ để 

thu nhận MV của khối hiện tại từ các chế độ, và thu nhận MV của khối hiện tại 

nhờ sử dụng chế độ được lựa chọn. 

[0311] 

 FIG.37 là lưu đồ minh họa ví dụ khác về thu nhận MV. 

[0312] 

 Bộ dự đoán liên đới 126 có thể thu nhận MV đối với khối hiện tại trong 

chế độ trong đó độ chênh lệch MV được mã hóa. Trong trường hợp này, ví dụ, 

độ chênh lệch MV được mã hóa như là tham số dự đoán, và được báo hiệu. Nói 

cách khác, độ chênh lệch MV được mã hóa được chứa trong dòng. Độ chênh 

lệch MV là độ chênh lệch giữa MV của khối hiện tại và bộ dự đoán MV. Cần lưu 

ý rằng bộ dự đoán MV là bộ dự đoán vectơ chuyển động. 

[0313] 

 Ngoài ra, bộ dự đoán liên đới 126 có thể thu nhận MV trong chế độ 

trong đó không có độ chênh lệch MV được mã hóa. Trong trường hợp này, 

không có độ chênh lệch MV được mã hóa được chứa trong dòng. 

[0314] 

 Ở đây, như được mô tả nêu trên, các chế độ thu nhận MV bao gồm chế 

độ liên đới thường, chế độ hợp nhất thường, chế độ FRUC, chế độ afin, v.v. mà 

được mô tả sau đây. Các chế độ trong đó độ chênh lệch MV được mã hóa trong 

số các chế độ bao gồm chế độ liên đới thường, chế độ afin (cụ thể, chế độ liên 

đới afin), v.v. Các chế độ trong đó không có độ chênh lệch MV được mã hóa bao 

gồm chế độ FRUC, chế độ hợp nhất thường, chế độ afin (cụ thể, chế độ hợp nhất 

afin), v.v. bộ dự đoán liên đới 126 lựa chọn chế độ để thu nhận MV của khối 

hiện tại từ các chế độ, và thu nhận MV của khối hiện tại nhờ sử dụng chế độ 

được lựa chọn. 

[0315] 

[Các chế độ thu nhận MV] 
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 Các Fig.38A và Fig.38B là sơ đồ minh họa một ví dụ về phân loại của 

các chế độ để thu nhận MV. Ví dụ, như được minh họa trong FIG.38A, các chế 

độ thu nhận MV được phân loại cơ bản thành ba chế độ theo việc có mã hóa hay 

không thông tin chuyển động và có mã hóa hay không các độ chênh lệch MV. 

Ba chế độ là chế độ liên đới, chế độ hợp nhất, và chế độ chuyển đổi lên tốc độ 

khung (FRUC-frame rate up-conversion). Chế độ liên đới là chế độ trong đó ước 

lượng chuyển động được thực hiện, và trong đó thông tin chuyển động và độ 

chênh lệch MV được mã hóa. Ví dụ, như được minh họa trong FIG.38B, chế độ 

liên đới bao gồm chế độ liên đới afin và chế độ liên đới thường. Chế độ hợp nhất 

là chế độ trong đó no ước lượng chuyển động được thực hiện, và trong đó MV 

được lựa chọn từ khối xung quanh được mã hóa và MV đối với khối hiện tại 

được thu nhận nhờ sử dụng MV. Chế độ hợp nhất là chế độ trong đó, về cơ bản, 

thông tin chuyển động được mã hóa và không có độ chênh lệch MV được mã 

hóa. Ví dụ, như được minh họa trong FIG.38B, các chế độ hợp nhất bao gồm 

chế độ hợp nhất thường (cũng được gọi là chế độ hợp nhất thường hoặc chế độ 

hợp nhất đều), hợp nhất với chế độ độ chênh lệch vectơ chuyển động (MMVD), 

chế độ liên đới kết hợp / chế độ nội dự đoán (CIIP), chế độ tam giác, chế độ 

ATMVP, và chế độ hợp nhất afin. Ở đây, độ chênh lệch MV được mã hóa ngoại 

trừ trong chế độ MMVD trong số các chế độ được chứa trong các chế độ hợp 

nhất. Cần lưu ý rằng chế độ hợp nhất afin và chế độ liên đới afin là các chế độ 

được chứa trong các chế độ afin. Chế độ afin là chế độ để thu nhận, như là MV 

của khối hiện tại, MV của mỗi khối con được chứa trong khối hiện tại, giả định 

biến đổi afin. Chế độ FRUC là chế độ mà để thu nhận MV của khối hiện tại 

bằng cách thực hiện việc ước lượng giữa các vùng được mã hóa, và trong đó 

không có thông tin chuyển động và bất kỳ độ chênh lệch MV được mã hóa. Cần 

lưu ý rằng các chế độ tương ứng sẽ được mô tả chi tiết sau đây. 

[0316] 

 Cần lưu ý rằng các phân loại của các chế độ được minh họa trong các 

Fig.38A và Fig.38B là các ví dụ, và việc phân loại không bị giới hạn ở đây. Ví 
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dụ, khi độ chênh lệch MV được mã hóa trong chế độ CIIP, chế độ CIIP được 

phân loại thành các chế độ liên đới. 

[0317] 

[Thu nhận MV > chế độ liên đới thường] 

 Chế độ liên đới thường là chế độ dự đoán liên đới để thu nhận MV của 

khối hiện tại bằng cách tìm kiếm khối tương tự với ảnh của khối hiện tại từ vùng 

ảnh tham chiếu được chỉ rõ bởi ứng viên MV. Trong chế độ liên đới thường này, 

độ chênh lệch MV được mã hóa. 

[0318] 

 FIG.39 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ liên 

đới thường. 

[0319] 

 Đầu tiên, bộ dự đoán liên đới 126 thu nhận các ứng viên MV đối với 

khối hiện tại dựa trên thông tin như các MV của các khối được mã hóa theo thời 

gian hoặc không gian xung quanh khối hiện tại (bước Sg_1). Nói cách khác, bộ 

dự đoán liên đới 126 tạo ra danh sách ứng viên MV. 

[0320] 

 Tiếp theo, bộ dự đoán liên đới 126 tách N (số nguyên bằng 2 hoặc lớn 

hơn) ứng viên MV từ các ứng viên MV thu được trong bước Sg_1, như là các 

ứng viên bộ dự đoán vectơ chuyển động theo thứ tự ưu tiên được xác định trước 

(bước Sg_2). Cần lưu ý rằng thứ tự ưu tiên được xác định trước đối với mỗi N 

ứng viên MV. 

[0321] 

 Tiếp theo , bộ dự đoán liên đới 126 lựa chọn một ứng viên bộ dự đoán 

MV từ N ứng viên bộ dự đoán MV như là bộ dự đoán MV đối với khối hiện tại 

(bước Sg_3). Lúc này, bộ dự đoán liên đới 126 mã hóa, trong dòng, thông tin lựa 

chọn bộ dự đoán MV để nhận dạng bộ dự đoán MV được lựa chọn. Nói cách 
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khác, bộ dự đoán liên đới 126 xuất ra thông tin lựa chọn bộ dự đoán MV như là 

tham số dự đoán tới bộ mã hóa entropy 110 thông qua bộ tạo tham số dự đoán 

130. 

[0322] 

 Tiếp theo, bộ dự đoán liên đới 126 thu nhận MV của khối hiện tại bằng 

cách viện dẫn tới ảnh tham chiếu được mã hóa (bước Sg_4). Lúc này, bộ dự 

đoán liên đới 126 còn mã hóa, trong dòng, giá trị chênh lệch giữa MV được thu 

nhận và các bộ dự đoán MV như là độ chênh lệch MV. Nói cách khác, bộ dự 

đoán liên đới 126 xuất ra độ chênh lệch MV như là tham số dự đoán tới bộ mã 

hóa entropy 110 thông qua bộ tạo tham số dự đoán 130. Cần lưu ý rằng ảnh 

tham chiếu được mã hóa là ảnh bao gồm các khối mà được khôi phục sau khi 

được mã hóa. 

[0323] 

 Cuối cùng, bộ dự đoán liên đới 126 tạo ra ảnh dự đoán đối với khối hiện 

tại bằng cách thực hiện việc bù chuyển động của khối hiện tại nhờ sử dụng MV 

được thu nhận và ảnh tham chiếu được mã hóa (bước Sg_5). Các xử lý trong các 

bước Sg_1 đến Sg_5 được thực thi trên mỗi khối. Ví dụ, khi các xử lý trong các 

bước Sg_1 đến Sg_5 được thực thi trên mỗi tất cả khối trong lát, việc dự đoán 

liên đới của lát mà sử dụng chế độ liên đới thường hoàn thành. Ví dụ, khi các xử 

lý trong các bước Sg_1 đến Sg_5 được thực thi trên mỗi tất cả các khối trong 

ảnh, việc dự đoán liên đới của ảnh sử dụng chế độ liên đới thường hoàn thành. 

Cần lưu ý rằng không phải tất cả các khối được chứa trong lát có thể được đưa 

vào xử lý trong các Sg_1 đến Sg_5, và việc dự đoán liên đới của lát sử dụng chế 

độ liên đới thường có thể hoàn thành khi một phần của các khối được đưa vào 

các xử lý. Tương tự, việc dự đoán liên đới của ảnh sử dụng chế độ liên đới 

thường có thể hoàn thành khi các xử lý trong các bước Sg_1 đến Sg_5 được 

thực thi trên một phần của các khối trong ảnh. 

[0324] 
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 Cần lưu ý rằng ảnh dự đoán là tín hiệu dự đoán liên đới như được mô tả 

nêu trên. Ngoài ra, thông tin mà chỉ báo chế độ dự đoán liên đới (chế độ liên đới 

thường trong ví dụ nêu trên) được sử dụng để tạo ra ảnh dự đoán, ví dụ, được 

mã hóa như là tham số dự đoán trong tín hiệu được mã hóa. 

[0325] 

 Cần lưu ý rằng danh sách ứng viên MV có thể cũng được sử dụng như là 

danh sách để sử dụng trong chế độ khác. Ngoài ra, các xử lý liên quan đến danh 

sách ứng viên MV có thể được áp dụng tới các xử lý liên quan đến danh sách để 

sử dụng trong chế độ khác. Các xử lý liên quan đến danh sách ứng viên MV bao 

gồm, ví dụ, việc tách hoặc lựa chọn ứng viên MV từ danh sách ứng viên MV, 

sắp xếp lại các ứng viên MV, hoặc xóa bỏ ứng viên MV. 

[0326] 

[Thu nhận MV > chế độ hợp nhất thường] 

 Chế độ hợp nhất thường là chế độ dự đoán liên đới để lựa chọn ứng viên 

MV từ danh sách ứng viên MV như là MV của khối hiện tại, nhờ đó thu nhận 

MV. Cần lưu ý rằng chế độ hợp nhất thường là chế độ hợp nhất trong nghĩa hẹp 

và cũng được gọi đơn giản là chế độ hợp nhất. Trong phương án này, chế độ hợp 

nhất thường và chế độ hợp nhất được phân biệt, và chế độ hợp nhất được sử 

dụng trong ý nghĩa rộng. 

[0327] 

 FIG.40 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ hợp 

nhất thường. 

[0328] 

 Đầu tiên, bộ dự đoán liên đới 126 thu nhận các ứng viên MV đối với 

khối hiện tại dựa trên thông tin như các MV của các khối được mã hóa theo thời 

gian hoặc không gian xung quanh khối hiện tại (bước Sh_1). Nói cách khác, bộ 

dự đoán liên đới 126 tạo ra danh sách ứng viên MV. 

[0329] 
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 Tiếp theo, bộ dự đoán liên đới 126 lựa chọn một ứng viên MV ừ các ứng 

viên MV thu được trong bước Sh_1, nhờ đó thu nhận MV của khối hiện tại 

(bước Sh_2). Lúc này, bộ dự đoán liên đới 126 mã hóa, trong dòng, thông tin lựa 

chọn MV để nhận dạng ứng viên MV được lựa chọn. Nói cách khác, bộ dự đoán 

liên đới 126 xuất ra thông tin lựa chọn MV như là tham số dự đoán tới bộ mã 

hóa entropy 110 thông qua bộ tạo tham số dự đoán 130. 

[0330] 

 Cuối cùng, bộ dự đoán liên đới 126 tạo ra ảnh dự đoán đối với khối hiện 

tại bằng cách thực hiện việc bù chuyển động của khối hiện tại nhờ sử dụng MV 

được thu nhận và ảnh tham chiếu được mã hóa (bước Sh_3). Các xử lý trong các 

bước Sh_1 đến Sh_3 được thực thi, ví dụ, trên mỗi khối. Ví dụ, khi các xử lý 

trong các bước Sh_1 đến Sh_3 được thực thi trên mỗi tất cả khối trong lát, việc 

dự đoán liên đới của lát sử dụng chế độ hợp nhất thường hoàn thành. Ngoài ra, 

khi các xử lý trong các bước Sh_1 đến Sh_3 được thực thi trên mỗi tất cả các 

khối trong ảnh, việc dự đoán liên đới của ảnh sử dụng chế độ hợp nhất thường 

hoàn thành. Cần lưu ý rằng không phải tất cả các khối được chứa trong lát có thể 

được đưa vào xử lý trong các Sh_1 đến Sh_3, và việc dự đoán liên đới của lát sử 

dụng chế độ hợp nhất thường có thể hoàn thành khi một phần của các khối được 

đưa vào các xử lý. Tương tự, việc dự đoán liên đới của ảnh sử dụng chế độ hợp 

nhất thường có thể hoàn thành khi các xử lý trong các bước Sh_1 đến Sh_3 được 

thực thi trên một phần của các khối trong ảnh. 

[0331] 

 Ngoài ra, thông tin mà chỉ báo chế độ dự đoán liên đới (chế độ hợp nhất 

thường trong ví dụ nêu trên) được sử dụng để tạo ra ảnh dự đoán, ví dụ, được 

mã hóa như là tham số dự đoán trong dòng. 

[0332] 

 FIG.41 là sơ đồ để minh họa một ví dụ về xử lý thu nhận MV đối với 

ảnh hiện tại bởi chế độ hợp nhất thường. 
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[0333] 

 Đầu tiên, bộ dự đoán liên đới 126 tạo ra danh sách ứng viên MV trong 

đó các ứng viên MV được ghi. Các ví dụ của các ứng viên MV bao gồm: các 

ứng viên MV lân cận theo không gian mà là các MV của các khối được mã hóa 

nằm xung quanh về mặt không gian khối hiện tại; các ứng viên MV lân cận về 

mặt thời gian mà là các MV của các khối xung quanh mà trên đó vị trí của khối 

hiện tại trong ảnh tham chiếu được mã hóa được đưa ra; các ứng viên MV được 

kết hợp mà là các MV được tạo ra bằng cách kết hợp giá trị MV của bộ dự đoán 

MV lân cận về mặt không gian và giá trị MV của bộ dự đoán MV lân cận về mặt 

thời gian; và ứng viên MV 0 mà là MV có giá trị 0. 

[0334] 

 Tiếp theo, bộ dự đoán liên đới 126 lựa chọn một ứng viên MV từ các 

ứng viên MV được ghi trong danh sách ứng viên MV, và xác định ứng viên MV 

như là MV của khối hiện tại. 

[0335] 

 Ngoài ra, bộ mã hóa entropy 110 ghi và mã hóa, trong dòng, merge_idx 

mà là tín hiệu chỉ báo ứng viên MV nào được lựa chọn. 

[0336] 

 Cần lưu ý rằng các ứng viên MV được ghi trong danh sách ứng viên MV 

được mô tả trong FIG.41 là các ví dụ. Số lượng ứng viên MV có thể khác với số 

lượng ứng viên MV trong sơ đồ, danh sách ứng viên MV có thể được cấu hình 

trong cách thức mà một vài loại của các ứng viên MV trong sơ đồ có thể không 

được bao gồm, hoặc một hoặc nhiều ứng viên MV khác ngoài các loại ứng viên 

MV trong sơ đồ được bao gồm. 

[0337] 

 MV cuối cùng có thể được xác định bằng cách thực hiện việc làm mới 

vectơ chuyển động linh động (DMVR) được mô tả sau đây nhờ sử dụng MV của 

khối hiện tại thu được bởi chế độ hợp nhất thường. Cần lưu ý rằng, trong chế độ 
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hợp nhất thường, không có độ chênh lệch MV được mã hóa nhưng độ chênh 

lệch MV được mã hóa. Trong chế độ MMVD, một ứng viên MV được lựa chọn 

từ danh sách ứng viên MV như trong trường hợp của chế độ hợp nhất thường, độ 

chênh lệch MV được mã hóa. Như được minh họa trong FIG.38B, MMVD có 

thể được phân loại thành các chế độ hợp nhất cùng với chế độ hợp nhất thường. 

Cần lưu ý rằng độ chênh lệch MV trong chế độ MMVD không cần luôn giống 

với độ chênh lệch MV để sử dụng trong chế độ liên đới. Ví dụ, việc thu nhận độ 

chênh lệch MV trong chế độ MMVD có thể là xử lý mà yêu cầu lượng xử lý nhỏ 

hơn lượng xử lý được yêu cầu cho việc thu nhận độ chênh lệch MV trong chế độ 

liên đới. 

[0338] 

 Ngoài ra, chế độ hợp nhất liên đới kết hợp / nội dự đoán (CIIP) có thể 

được thực hiện. Chế độ này là để xếp chồng ảnh dự đoán được tạo ra trong việc 

dự đoán liên đới và ảnh dự đoán được tạo ra trong việc nội dự đoán để tạo ra ảnh 

dự đoán đối với khối hiện tại. 

[0339] 

 Cần lưu ý rằng danh sách ứng viên MV có thể được gọi là danh sách ứng 

viên. Ngoài ra, merge_idx là thông tin lựa chọn MV. 

[0340] 

[Thu nhận MV > chế độ HMVP]) 

 FIG.42 là sơ đồ để minh họa một ví dụ về xử lý thu nhận MV đối với 

ảnh hiện tại bởi chế độ hợp nhất HMVP. 

[0341] 

 Trong chế độ hợp nhất thường, MV đối với, ví dụ, CU mà là khối hiện 

tại được xác định bằng cách lựa chọn một ứng viên MV từ danh sách ứng viên 

MV được tạo ra bằng cách viện dẫn tới khối được mã hóa (ví dụ, CU). Ở đây, 

ứng viên MV khác có thể được ghi trong danh sách ứng viên MV. Chế độ trong 

đó ứng viên MV khác này được ghi được gọi là chế độ HMVP. 
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[0342] 

 Trong chế độ HMVP, các ứng viên MV được quản lý nhờ sử dụng bộ 

đệm vào trước ra trước (FIFO-first-in first-out) đối với HMVP, một cách riêng 

biệt từ danh sách ứng viên MV đối với chế độ hợp nhất thường. 

[0343] 

 Trong bộ đệm FIFO, thông tin chuyển động như các MV của các khối 

được xử lý trong quá khứ được lưu trữ mới nhất trước. Trong quản lý của bộ 

đệm FIFO, mỗi khi khi một khối được xử lý, MV đối với khối mới nhất (mà là 

CU được xử lý ngay trước) được lưu trữ trong bộ đệm FIFO, và MV của CU cũ 

nhất (tức là, CU được xử lý sớm nhất) được xóa khỏi bộ đệm FIFO. Trong ví dụ 

được minh họa trong FIG.42, HMVP1 là MV đối với khối mới nhất, và HMVP5 

là MV đối với MV cũ nhất. 

[0344] 

 Sau đó, bộ dự đoán liên đới 126, ví dụ, kiểm tra rằng mỗi MV được quản 

lý trong bộ đệm FIFO có phải là MV khác với tất cả ứng viên MV mà đã được 

ghi trong danh sách ứng viên MV đối với chế độ hợp nhất thường bắt đầu từ 

HMVP1 hay không. Khi xác định rằng MV khác với tất cả ứng viên MV, bộ dự 

đoán liên đới 126 có thể thêm MV được quản lý trong bộ đệm FIFO trong danh 

sách ứng viên MV đối với chế độ hợp nhất thường như là ứng viên MV. Lúc này, 

ứng viên MV được ghi từ bộ đệm FIFO có thể là một hoặc nhiều. 

[0345] 

 Bằng cách sử dụng chế độ HMVP theo cách này, có thể thêm không chỉ 

MV của khối mà lân cận khối hiện tại theo không gian hoặc thời gian mà còn 

MV đối với khối được xử lý trong quá khứ. Kết quả là, biến thể của các ứng 

viên MV đối với chế độ hợp nhất thường được mở rộng, mà làm tăng xác suất 

mà hiệu quả mã hóa có thể được tăng lên. 

[0346] 

 Cần lưu ý rằng MV có thể là thông tin chuyển động. Nói cách khác, 
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thông tin được lưu trữ trong danh sách ứng viên MV và bộ đệm FIFO có thể bao 

gồm không chỉ các giá trị MV mà còn thông tin ảnh tham chiếu, các chiều tham 

chiếu, các số lượng ảnh, v.v. Ngoài ra, khối là, ví dụ, CU. 

[0347] 

 Cần lưu ý rằng danh sách ứng viên MV và bộ đệm FIFO được minh họa 

trong FIG.42 là các ví dụ. Danh sách ứng viên MV và bộ đệm FIFO có thể khác 

nhau về kích cỡ so với những gì trong FIG.42, hoặc có thể được cấu hình để ghi 

các ứng viên MV trong thứ tự khác với thứ tự trong FIG.42. Ngoài ra, xử lý 

được mô tả ở đây là dùng chung giữa bộ mã hóa 100 và bộ giải mã 200. 

[0348] 

 Cần lưu ý rằng chế độ HMVP có thể được áp dụng đối với các chế độ 

khác ngoài chế độ hợp nhất thường. Ví dụ, cũng có thể rằng thông tin chuyển 

động như các MV của các khối được xử lý trong chế độ afin trong quá khứ có 

thể được lưu trữ mới nhất đầu tiên, và có thể được sử dụng như là các ứng viên 

MV. Chế độ thu được bằng cách áp dụng chế độ HMVP tới chế độ afin có thể 

được gọi là chế độ afin lịch sử. 

[0349] 

[Thu nhận MV > chế độ FRUC] 

 Thông tin chuyển động có thể được thu nhận tại phía bộ giải mã 200 mà 

không được báo hiệu từ phía bộ mã hóa 100. Ví dụ, thông tin chuyển động có 

thể được thu nhận bằng cách thực hiện ước lượng chuyển động tại phía bộ giải 

mã 200. Lúc này, tại phía bộ giải mã 200, ước lượng chuyển động được thực 

hiện mà không sử dụng bất kỳ giá trị điểm ảnh trong khối hiện tại. Các chế độ 

trong đó đánh giá chuyển động được thực hiện tại phía bộ giải mã 200 theo cách 

này bao gồm chế độ chuyển đổi lên tốc độ khung (FRUC-frame rate 

up-conversion), chế độ thu nhận vectơ chuyển động được làm khớp mẫu 

(PMMVD-pattern matched motion vector derivation), v.v. 

[0350] 
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 Một ví dụ của xử lý FRUC được minh họa trong FIG.43. Đầu tiên, danh 

sách mà chỉ báo, như là các ứng viên MV, các MV đối với các khối được mã hóa 

mà mỗi chúng lân cận khối hiện tại về mặt không gian hoặc thời gian được tạo 

ra bằng cách viện dẫn tới các MV (danh sách có thể là danh sách ứng viên MV, 

và cũng được sử dụng là danh sách ứng viên MV đối với chế độ hợp nhất 

thường) (bước Si_1). Tiếp theo, ứng viên MV tốt nhất được lựa chọn từ các ứng 

viên MV được ghi trong danh sách ứng viên MV (bước Si_2). Ví dụ, các giá trị 

đánh giá của các ứng viên MV tương ứng được chứa trong danh sách ứng viên 

MV được tính toán, và một ứng viên MV được lựa chọn như là ứng viên MV tốt 

nhất dựa trên các giá trị đánh giá. Dựa trên ứng viên vectơ chuyển động tốt nhất 

được lựa chọn, vectơ chuyển động đối với khối hiện tại được thu nhận sau đó 

(bước Si_4). Cụ thể hơn, ví dụ, ứng viên MV tốt nhất được lựa chọn được thu 

nhận trực tiếp như là MV đối với khối hiện tại. Ngoài ra, ví dụ, MV đối với khối 

hiện tại có thể được thu nhận nhờ sử dụng so khớp mẫu trong vùng xung quanh 

của vị trí mà được chứa trong ảnh tham chiếu và tương ứng với ứng viên MV tốt 

nhất được lựa chọn. Nói cách khác, việc ước lượng sử dụng so khớp khuôn mẫu 

trong ảnh tham chiếu và các giá trị đánh giá có thể được thực hiện trong vùng 

xung quanh của ứng viên MV tốt nhất, và khi có MV mà có giá trị đánh giá tốt 

hơn, ứng viên MV tốt nhất có thể được cập nhật thành MV mà có giá trị đánh 

giá tốt hơn, và MV được cập nhật có thể được xác định như là MV cuối cùng đối 

với khối hiện tại. Việc cập nhật thành MV mà thu được giá trị đánh giá tốt hơn 

có thể không được thực hiện. 

[0351] 

 Cuối cùng, bộ dự đoán liên đới 126 tạo ra ảnh dự đoán đối với khối hiện 

tại bằng cách thực hiện việc bù chuyển động của khối hiện tại nhờ sử dụng MV 

được thu nhận và ảnh tham chiếu được mã hóa (bước Si_5). Các xử lý trong các 

bước Si_1 đến Si_5 được thực thi, ví dụ, trên mỗi khối. Ví dụ, khi các xử lý 

trong các bước Si_1 đến Si_5 được thực thi trên mỗi tất cả các khối trong lát, 

việc dự đoán liên đới của lát sử dụng chế độ FRUC hoàn thành. Ví dụ, khi các 



93 

xử lý trong các bước Si_1 đến Si_5 được thực thi trên mỗi tất cả các khối trong 

ảnh, việc dự đoán liên đới của ảnh sử dụng chế độ FRUC hoàn thành. Cần lưu ý 

rằng không phải tất cả các khối được chứa trong lát có thể được đưa vào xử lý 

trong các bước Si_1 đến Si_5, và việc dự đoán liên đới của lát sử dụng chế độ 

FRUC có thể hoàn thành khi một phần của các khối được đưa vào các xử lý. 

Tương tự, việc dự đoán liên đới của ảnh sử dụng chế độ FRUC có thể hoàn 

thành khi các xử lý trong các bước Si_1 đến Si_5 được thực thi trên một phần 

của các khối được chứa trong ảnh. 

[0352] 

 Mỗi khối con có thể được xử lý tương tự như trường hợp xử lý của mỗi 

khối nêu trên. 

[0353] 

 Các giá trị đánh giá có thể được tính toán theo các loại phương pháp 

khác nhau. Ví dụ, việc so sánh được thực hiện giữa ảnh được khôi phục trong 

vùng trong ảnh tham chiếu tương ứng với vectơ chuyển động, và ảnh được khôi 

phục trong vùng được xác định (vùng có thể là, ví dụ, vùng trong ảnh tham 

chiếu khác hoặc vùng trong khối lân cận của ảnh hiện tại, như được thể hiện 

dưới đây). Độ chênh lệch giữa các giá trị điểm ảnh của hai ảnh được khôi phục 

có thể được sử dụng đối với giá trị đánh giá của vectơ chuyển động. Cần lưu ý 

rằng giá trị đánh giá có thể được tính toán nhờ sử dụng thông tin khác ngoài giá 

trị của độ chênh lệch. 

[0354] 

 Tiếp theo, việc so khớp khuôn mẫu được mô tả chi tiết. Đầu tiên, một 

ứng viên MV được chứa trong danh sách ứng viên MV (cũng được gọi là danh 

sách hợp nhất) được lựa chọn như là điểm bắt đầu để ước lượng bằng cách so 

khớp khuôn mẫu. Đối với việc so khớp khuôn mẫu, việc so khớp khuôn mẫu thứ 

nhất hoặc việc so khớp khuôn mẫu thứ hai có thể được sử dụng. Việc so khớp 

khuôn mẫu thứ nhất và so khớp khuôn mẫu thứ hai có thể cũng được gọi là so 



94 

khớp hai chiều và so khớp mẫu, một cách lần lượt. 

[0355] 

[Thu nhận MV > FRUC > So khớp hai chiều] 

 Trong so khớp khuôn mẫu thứ nhất, việc so khớp khuôn mẫu được thực 

hiện giữa hai khối mà được bố trí dọc theo đường chuyển động của khối hiện tại 

và được chứa trong hai ảnh tham chiếu khác nhau. Do đó, trong so khớp khuôn 

mẫu thứ nhất, vùng trong ảnh tham chiếu khác nằm dọc theo đường chuyển 

động của khối hiện tại được sử dụng như là vùng được xác định để tính toán giá 

trị đánh giá của ứng viên nêu trên. 

[0356] 

 FIG.44 là sơ đồ để minh họa một ví dụ về so khớp khuôn mẫu thứ nhất 

(so khớp hai chiều) giữa hai khối trong hai ảnh tham chiếu nằm dọc theo đường 

chuyển động. Như được minh họa trong FIG.44, trong so khớp khuôn mẫu thứ 

nhất, hai vectơ chuyển động (MV0, MV1) được thu nhận bằng cách ước lượng 

cặp mà khớp nhất trong số các cặp của hai khối mà được chứa trong hai ảnh 

tham chiếu khác nhau (Ref0, Ref1) và được bố trí dọc theo đường chuyển động 

của khối hiện tại (khối Cur). Cụ thể hơn, độ chênh lệch giữa ảnh được khôi phục 

tại vị trí được cụ thể hóa trong ảnh tham chiếu được mã hóa thứ nhất (Ref0) 

được chỉ rõ bởi ứng viên MV, và ảnh được khôi phục tại vị trí được chỉ rõ trong 

ảnh tham chiếu được mã hóa thứ hai (Ref1) được chỉ rõ bởi MV đối xứng thu 

được bằng cách biến đổi tỷ lệ ứng viên MV tại khoảng thời gian hiển thị được 

thu nhận đối với khối hiện tại, và giá trị đánh giá được tính toán nhờ sử dụng giá 

trị của độ chênh lệch thu được. Có thể lựa chọn, như là MV tốt nhất, ứng viên 

MV mà thu được giá trị đánh giá tốt nhất trong số các ứng viên MV. 

[0357] 

 Trong giả thiết của đường chuyển động liên tục, các vectơ chuyển động 

(MV0, MV1) mà chỉ rõ hai khối tham chiếu tỷ lệ với các khoảng cách theo thời 

gian (TD0, TD1) giữa ảnh hiện tại (Cur Pic) và hai ảnh tham chiếu (Ref0, Ref1). 
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Ví dụ, khi ảnh hiện tại được bố trí theo thời gian giữa hai ảnh tham chiếu và các 

khoảng cách theo thời gian từ ảnh hiện tại tới hai ảnh tham chiếu tương ứng 

bằng nhau, các vectơ chuyển động hai chiều đối xứng phản chiếu được thu nhận 

trong so khớp khuôn mẫu thứ nhất. 

[0358] 

[Thu nhận MV > FRUC > So khớp mẫu] 

 Trong so khớp khuôn mẫu thứ hai (so khớp mẫu), việc so khớp khuôn 

mẫu được thực hiện giữa khối trong ảnh tham chiếu và mẫu trong ảnh hiện tại 

(mẫu là khối lân cận khối hiện tại trong ảnh hiện tại (khối lân cận là, ví dụ, các 

khối lân cận phía trên và/hoặc bên trái). Do đó, trong việc so khớp khuôn mẫu 

thứ hai, khối mà lân cận khối hiện tại trong ảnh hiện tại được sử dụng như là 

vùng được xác định để tính toán giá trị đánh giá của ứng viên MV nêu trên. 

[0359] 

 FIG.45 là sơ đồ để minh họa một ví dụ về so khớp mẫu (so khớp khuôn 

mẫu) giữa mẫu trong ảnh hiện tại và khối trong ảnh tham chiếu. Như được minh 

họa trong FIG.45, trong việc so khớp khuôn mẫu thứ hai, vectơ chuyển động của 

khối hiện tại (khối Cur) được thu nhận bằng cách ước lượng, trong ảnh tham 

chiếu (Ref0), khối mà khớp nhất với khối lân cận khối hiện tại trong ảnh hiện tại 

(Ảnh Cur). Cụ thể hơn, độ chênh lệch giữa ảnh được khôi phục trong vùng được 

mã hóa mà lân cận với cả bên trái và phía trên hoặc bên trái hoặc phía trên và 

ảnh được khôi phục mà nằm trong vùng tương ứng trong ảnh tham chiếu được 

mã hóa (Ref0) và được chỉ rõ bởi ứng viên MV được thu nhận, và giá trị đánh 

giá được tính toán nhờ sử dụng giá trị của độ chênh lệch thu được. Có thể lựa 

chọn, như là ứng viên MV tốt nhất, ứng viên MV mà thu được giá trị đánh giá 

tốt nhất trong số các ứng viên MV. 

[0360] 

 Thông tin mà chỉ báo rằng áp dụng chế độ FRUC hoặc không (được gọi 

là, ví dụ, cờ FRUC) có thể được báo hiệu tại cấp CU. Ngoài ra, khi chế độ 
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FRUC được áp dụng (ví dụ, khi cờ FRUC là đúng), thông tin mà chỉ báo 

phương pháp so khớp khuôn mẫu có thể áp dụng (so khớp khuôn mẫu thứ nhất 

hoặc so khớp khuôn mẫu thứ hai) có thể được báo hiệu tại cấp CU. Cần lưu ý 

rằng việc báo hiệu của thông tin này không cần được thực hiện tại cấp CU, và có 

thể được thực hiện tại cấp khác (ví dụ, tại cấp chuỗi, cấp ảnh, cấp lát, cấp viên, 

cấp CTU hoặc cấp khối con). 

[0361] 

[Thu nhận MV > chế độ afin] 

 Chế độ afin là chế độ để tạo ra MV nhờ sử dụng biến đổi afin. Ví dụ, 

MV có thể được thu nhận trong các đơn vị của khối con dựa trên các vectơ 

chuyển động của các khối lân cận. Chế độ này cũng được gọi là chế độ dự đoán 

bù chuyển động affin. 

[0362] 

 FIG.46A là sơ đồ để minh họa một ví dụ về thu nhận MV trong các đơn 

vị của khối con dựa trên các vectơ chuyển động của các khối lân cận. Trong 

FIG.46A, khối hiện tại bao gồm mười sáu các khối con 4×4 điểm ảnh. Ở đây, 

vectơ chuyển động v0 tại điểm điều khiển góc phía trên bên trái trong khối hiện 

tại được thu nhận dựa trên vectơ chuyển động của khối lân cận, và tương tự, 

vectơ chuyển động v1 tại điểm điều khiển góc phía trên bên phải trong khối hiện 

tại được thu nhận dựa trên vectơ chuyển động của khối con lân cận. Hai vectơ 

chuyển động v0 và v1 được chiếu theo biểu thức (1A) được thể hiện dưới đây, và 

các vectơ chuyển động (vx, vy) đối với các khối con tương ứng trong khối hiện 

tại được thu nhận. 

[0363] 

[Công thức 1] 

൞
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w
y + v଴୶

v୷ =
(vଵ୷ − v଴୷)

w
x +

(vଵ୶ − v଴୶)

w
y + v଴୷

  (1A) 
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[0364] 

 Ở đây, x và y chỉ báo vị trí theo chiều ngang và vị trí theo chiều dọc của 

khối con, một cách lần lượt, và w chỉ báo hệ số trọng số được xác định trước. 

[0365] 

 Thông tin chỉ báo chế độ afin (ví dụ, được gọi là cờ afin) này có thể 

được báo hiệu tại mức CU. Cần lưu ý rằng việc báo hiệu của thông tin này 

không cần được thực hiện tại cấp CU, và có thể được thực hiện tại cấp khác (ví 

dụ, tại cấp chuỗi, cấp ảnh, cấp lát, cấp viên, cấp CTU hoặc cấp khối con). 

[0366] 

 Ngoài ra, chế độ afin có thể bao gồm một vài chế độ đối với các phương 

pháp khác nhau để thu nhận các vectơ chuyển động tại các điểm điều khiển phía 

trên bên trái và phía trên bên phải. Ví dụ, các chế độ afin bao gồm hai chế độ mà 

là chế độ liên đới afin (cũng được gọi là chế độ liên đới thường afin) và chế độ 

hợp nhất afin. 

[0367] 

 FIG.46B là sơ đồ để minh họa một ví dụ về việc thu nhận MV trong các 

đơn vị của khối con trong chế độ afin trong đó ba điểm điều khiển được sử dụng. 

Trong FIG.46B, khối hiện tại bao gồm, ví dụ, 16 khối con 4×4 điểm ảnh. Ở đây, 

vectơ chuyển động v0 tại điểm điều khiển góc phía trên-bên trái trong khối hiện 

tại được thu nhận dựa trên vectơ chuyển động của khối lân cận. Ở đây, vectơ 

chuyển động v1 tại điểm điều khiển góc phía trên bên phải trong khối hiện tại 

được thu nhận dựa trên vectơ chuyển động của khối lân cận, và tương tự, vectơ 

chuyển động v2 tại điểm điều khiển góc phía dưới bên trái trong khối hiện tại 

được thu nhận dựa trên vectơ chuyển động của khối lân cận. Ba vectơ chuyển 

động v0, v1, và v2 được chiếu theo biểu thức (1B) được thể hiện dưới đây, và các 

vectơ chuyển động (vx, vy) đối với các khối con tương ứng trong khối hiện tại 

được thu nhận. 

[0368] 
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[Công thức 2] 

⎩
⎨

⎧ v୶ =
(vଵ୶ − v଴୶)

w
x +

(vଶ୶ − v଴୶)

h
y + v଴୶

v୷ =
൫vଵ୷ − v଴୷൯

w
x +

൫vଶ୷ − v଴୷൯

h
y + v଴୷

  (1B) 

[0369] 

 Ở đây, x và y chỉ báo vị trí theo chiều ngang và vị trí theo chiều dọc của 

khối con, một cách lần lượt, và mỗi w và h chỉ báo hệ số trọng số được xác định 

trước. Ở đây, w có thể chỉ báo độ rộng của khối hiện tại, và h có thể chỉ báo độ 

cao của khối hiện tại. 

[0370] 

 Các chế độ afin trong đó các số lượng điểm điều khiển khác nhau (ví dụ, 

hai và ba điểm điều khiển) được sử dụng có thể được chuyển đổi và được báo 

hiệu tại mức CU. Cần lưu ý rằng thông tin mà chỉ báo số lượng điểm điều khiển 

trong chế độ afin được sử dụng tại mức CU có thể được báo hiệu tại mức khác 

(ví dụ, mức chuỗi, mức ảnh, mức lát, mức viên, mức CTU, hoặc mức khối con). 

[0371] 

 Ngoài ra, chế độ afin này trong đó ba điểm điều khiển được sử dụng có 

thể bao gồm các phương pháp khác nhau để thu nhận các vectơ chuyển động tại 

các điểm điều khiển phía trên-bên trái, phía trên-bên phải, và phía dưới-bên trái. 

Ví dụ, các chế độ afin trong đó ba điểm điều khiển được sử dụng bao gồm hai 

chế độ mà là chế độ liên đới afin và chế độ hợp nhất afin, như trong trường hợp 

của các chế độ afin trong đó hai điểm điều khiển được sử dụng. 

[0372] 

 Cần lưu ý rằng, trong các chế độ afin, kích cỡ của mỗi khối con được 

chứa trong khối hiện tại có thể không bị giới hạn ở 4×4 điểm ảnh, và có thể là 

kích cỡ khác. Ví dụ, kích cỡ của mỗi khối con có thể là 8×8 điểm ảnh. 

[0373] 
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[Thu nhận MV > chế độ afin > Điểm điều khiển] 

 Các Fig.47A, Fig.47B, và Fig.47C là sơ đồ khái niệm để minh họa một 

ví dụ về thu nhận MV tại các điểm điều khiển trong chế độ afin. 

[0374] 

 Như được minh họa trong FIG.47A, trong chế độ afin, ví dụ, các bộ dự 

đoán vectơ chuyển động tại các điểm điều khiển tương ứng của khối hiện tại 

được tính toán dựa trên các vectơ chuyển động tương ứng với các khối được mã 

hóa theo chế độ afin trong số khối A (bên trái), khối B (phía trên), khối C (phía 

trên-bên phải), khối D (phía dưới-bên trái), và khối E (phía trên-bên trái) được 

mã hóa mà lân cận khối hiện tại. Cụ thể hơn, khối A (bên trái), khối B (phía trên), 

khối C (phía trên-bên phải), khối D (phía dưới-bên trái), và khối E (phía 

trên-bên trái) được mã hóa được kiểm tra trong thứ tự được liệt kê, và khối có 

hiệu lực đầu tiên được mã hóa theo chế độ afin được nhận dạng. MV tại mỗi 

điểm điều khiển đối với khối hiện tại được tính toán dựa trên các MV tương ứng 

với khối được nhận dạng. 

[0375] 

 Ví dụ, như được minh họa trong FIG.47B, khi khối A mà lân cận với bên 

trái của khối hiện tại đã được mã hóa theo chế độ afin trong đó hai điểm điều 

khiển được sử dụng, các vectơ chuyển động v3 và v4 được chiếu tại vị trí góc 

phía trên-bên trái và vị trí góc phía trên-bên phải của khối được mã hóa bao gồm 

khối A được thu nhận. Vectơ chuyển động v0 tại điểm điều khiển phía trên-bên 

trái và sau đó vectơ chuyển động v1 tại điểm điều khiển phía trên-bên phải đối 

với khối hiện tại được tính toán từ các vectơ chuyển động được thu nhận v3 và 

v4. 

[0376] 

 Ví dụ, như được minh họa trong FIG.47C, khi khối A mà lân cận với bên 

trái của khối hiện tại đã được mã hóa theo chế độ afin trong đó ba điểm điều 

khiển được sử dụng, các vectơ chuyển động v3, v4, và v5 được chiếu tại vị trí góc 
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phía trên-bên trái, vị trí góc phía trên-bên phải, và vị trí góc phía dưới-bên trái 

của khối được mã hóa bao gồm khối A được thu nhận. Vectơ chuyển động v0 tại 

điểm điều khiển phía trên-bên trái của khối hiện tại, vectơ chuyển động v1 tại 

điểm điều khiển phía trên-bên phải của khối hiện tại, và sau đó vectơ chuyển 

động v2 tại điểm điều khiển phía dưới-bên trái của khối hiện tại được tính toán 

từ các vectơ chuyển động được thu nhận v3, v4, và v5. 

[0377] 

 Các phương pháp thu nhận MV được minh họa trong các Fig.47A đến 

Fig.47C có thể được sử dụng trong việc thu nhận MV tại mỗi điểm điều khiển 

đối với khối hiện tại trong bước Sk_1 được minh họa trong FIG.50 được mô tả 

sau đây, hoặc có thể được sử dụng để thu nhận bộ dự đoán MV tại mỗi điểm 

điều khiển đối với khối hiện tại trong bước Sj_1 được minh họa trong FIG.51 

được mô tả sau đây. 

[0378] 

 Các FIG.48A và FIG.48B là sơ đồ khái niệm để minh họa ví dụ khác về 

việc thu nhận MV tại các điểm điều khiển trong chế độ afin. 

[0379] 

 FIG.48A là sơ đồ để minh họa chế độ afin trong đó hai điểm điều khiển 

được sử dụng. 

[0380] 

 Trong chế độ afin, như được minh họa trong FIG.48A, MV được lựa 

chọn từ các MV tại khối A, khối B, và khối C được mã hóa mà lân cận khối hiện 

tại được sử dụng như là vectơ chuyển động v0 tại điểm điều khiển góc phía 

trên-bên trái đối với khối hiện tại. Tương tự, MV được lựa chọn từ các MV của 

khối D và khối E được mã hóa mà lân cận khối hiện tại được sử dụng như là 

vectơ chuyển động v1 tại điểm điều khiển góc phía trên-bên phải đối với khối 

hiện tại. 

[0381] 
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 FIG.48B là sơ đồ để minh họa chế độ afin trong đó ba điểm điều khiển 

được sử dụng. 

[0382] 

 Trong chế độ afin, như được minh họa trong FIG.48B, MV được lựa 

chọn từ các MV tại khối A, khối B, và khối C được mã hóa mà lân cận khối hiện 

tại được sử dụng như là vectơ chuyển động v0 tại điểm điều khiển góc phía 

trên-bên trái đối với khối hiện tại. Tương tự, MV được lựa chọn từ các MV của 

khối D và khối E được mã hóa mà lân cận khối hiện tại được sử dụng như là 

vectơ chuyển động v1 tại điểm điều khiển góc phía trên-bên phải đối với khối 

hiện tại. Ngoài ra, MV được lựa chọn từ các MV của khối F và khối G được mã 

hóa mà lân cận khối hiện tại được sử dụng như là vectơ chuyển động v2 tại điểm 

điều khiển góc phía dưới-bên trái đối với khối hiện tại. 

[0383] 

 Cần lưu ý rằng các phương pháp thu nhận MV được minh họa trong các 

Fig.48A và Fig.48B có thể được sử dụng trong việc thu nhận MV tại mỗi điểm 

điều khiển đối với khối hiện tại trong bước Sk_1 được minh họa trong FIG.50 

được mô tả sau đây, hoặc có thể được sử dụng để thu nhận bộ dự đoán MV tại 

mỗi điểm điều khiển đối với khối hiện tại trong bước Sj_1 được minh họa trong 

FIG.51 được mô tả sau đây. 

[0384] 

 Ở đây, khi các chế độ afin trong đó các số lượng điểm điều khiển khác 

nhau (ví dụ, hai và ba điểm điều khiển) được sử dụng có thể được chuyển đổi và 

được báo hiệu tại mức CU, số lượng điểm điều khiển đối với khối được mã hóa 

và số lượng điểm điều khiển đối với khối hiện tại có thể khác nhau. 

[0385] 

 Các Fig.49A và Fig.49B là sơ đồ khái niệm để minh họa một ví dụ về 

phương pháp thu nhận MV tại các điểm điều khiển khi số lượng điểm điều khiển 

đối với khối được mã hóa và số lượng điểm điều khiển đối với khối hiện tại là 
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khác nhau. 

[0386] 

 Ví dụ, như được minh họa trong FIG.49A, khối hiện tại có ba điểm điều 

khiển tại góc phía trên-bên trái, góc phía trên-bên phải, và góc phía dưới-bên trái, 

và khối A mà lân cận với bên trái của khối hiện tại đã được mã hóa theo chế độ 

afin trong đó hai điểm điều khiển được sử dụng. Trong trường hợp này, các 

vectơ chuyển động v3 và v4 được chiếu tại vị trí góc phía trên-bên trái và vị trí 

góc phía trên-bên phải trong khối được mã hóa bao gồm khối A được thu nhận. 

Vectơ chuyển động v0 tại điểm điều khiển góc phía trên-bên trái và sau đó vectơ 

chuyển động v1 tại điểm điều khiển góc phía trên-bên phải đối với khối hiện tại 

được tính toán từ các vectơ chuyển động được thu nhận v3 và v4. Ngoài ra, vectơ 

chuyển động v2 tại điểm điều khiển góc phía dưới-bên trái được tính toán từ các 

vectơ chuyển động được thu nhận v0 và v1. 

[0387] 

 Ví dụ, như được minh họa trong FIG.49B, khối hiện tại có hai điểm điều 

khiển tại góc phía trên-bên trái và góc phía trên-bên phải, và khối A mà lân cận 

với bên trái của khối hiện tại đã được mã hóa theo chế độ afin trong đó ba điểm 

điều khiển được sử dụng. Trong trường hợp này, các vectơ chuyển động v3, v4, 

và v5 được chiếu tại vị trí góc phía trên-bên trái trong khối được mã hóa bao 

gồm khối A, vị trí góc phía trên-bên phải trong khối được mã hóa, và vị trí góc 

phía dưới-bên trái trong khối được mã hóa được thu nhận. Vectơ chuyển động v0 

tại điểm điều khiển góc phía trên-bên trái đối với khối hiện tại và sau đó vectơ 

chuyển động v1 tại điểm điều khiển góc phía trên-bên phải đối với khối hiện tại 

được tính toán từ các vectơ chuyển động được thu nhận v3, v4 và v5. 

[0388] 

 Cần lưu ý rằng các phương pháp thu nhận MV được minh họa trong các 

Fig.49A và Fig.49B có thể được sử dụng trong việc thu nhận MV tại mỗi điểm 

điều khiển đối với khối hiện tại trong bước Sk_1 được minh họa trong FIG.50 
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được mô tả sau đây, hoặc có thể được sử dụng để thu nhận bộ dự đoán MV tại 

mỗi điểm điều khiển đối với khối hiện tại trong bước Sj_1 được minh họa trong 

FIG.51 được mô tả sau đây. 

[0389] 

[Thu nhận MV > chế độ afin > chế độ hợp nhất afin] 

 FIG.50 là lưu đồ minh họa một ví dụ về chế độ hợp nhất afin. 

[0390] 

 Trong chế độ hợp nhất afin, đầu tiên, bộ dự đoán liên đới 126 thu nhận 

các MV tại các điểm điều khiển tương ứng đối với khối hiện tại (bước Sk_1). 

Các điểm điều khiển là điểm góc phía trên-bên trái của khối hiện tại và điểm góc 

phía trên-bên phải của khối hiện tại như được minh họa trong FIG.46A, hoặc 

điểm góc phía trên-bên trái của khối hiện tại, điểm góc phía trên-bên phải của 

khối hiện tại, và điểm góc phía dưới-bên trái của khối hiện tại như được minh 

họa trong FIG.46B. Lúc này, bộ dự đoán liên đới 126 có thể mã hóa thông tin 

lựa chọn MV để nhận hai hoặc ba MV được thu nhận trong dòng. 

[0391] 

 Ví dụ, khi các phương pháp thu nhận MV được minh họa trong các 

Fig.47A đến Fig.47C được sử dụng, như được minh họa trong FIG.47A, bộ dự 

đoán liên đới 126 kiểm tra khối A (bên trái), khối B (phía trên), khối C (phía 

trên-bên phải), khối D (phía dưới-bên trái), và khối E (phía trên-bên trái) được 

mã hóa trong thứ tự được liệt kê, và nhận dạng khối có hiệu lực thứ nhất được 

mã hóa theo chế độ afin. 

[0392] 

 Bộ dự đoán liên đới 126 thu nhận MV tại điểm điều khiển sử dụng khối 

có hiệu lực thứ nhất được nhận dạng được mã hóa theo chế độ afin được nhận 

dạng. Ví dụ, khi khối A được nhận dạng và khối A có hai điểm điều khiển, như 

được minh họa trong FIG.47B, bộ dự đoán liên đới 126 tính toán vectơ chuyển 

động v0 tại điểm điều khiển góc phía trên-bên trái của khối hiện tại và vectơ 
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chuyển động v1 tại điểm điều khiển góc phía trên-bên phải của khối hiện tại từ 

các vectơ chuyển động v3 và v4 tại góc phía trên-bên trái của khối được mã hóa 

bao gồm khối A và góc phía trên-bên phải của khối được mã hóa. Ví dụ, bộ dự 

đoán liên đới 126 tính toán vectơ chuyển động v0 tại điểm điều khiển góc phía 

trên-bên trái của khối hiện tại và vectơ chuyển động v1 tại điểm điều khiển góc 

phía trên-bên phải của khối hiện tại bằng cách chiếu các vectơ chuyển động v3 

và v4 tại góc phía trên-bên trái và góc phía trên-bên phải của khối được mã hóa 

lên trên khối hiện tại. 

[0393] 

 Ngoài ra, khi khối A được nhận dạng và khối A có ba điểm điều khiển, 

như được minh họa trong FIG.47C, bộ dự đoán liên đới 126 tính toán vectơ 

chuyển động v0 tại điểm điều khiển góc phía trên-bên trái của khối hiện tại, 

vectơ chuyển động v1 tại điểm điều khiển góc phía trên-bên phải của khối hiện 

tại, và vectơ chuyển động v2 tại điểm điều khiển góc phía dưới-bên trái của khối 

hiện tại từ các vectơ chuyển động v3, v4, và v5 tại góc phía trên-bên trái của khối 

được mã hóa bao gồm khối A, góc phía trên-bên phải của khối được mã hóa, và 

góc phía dưới-bên trái của khối được mã hóa. Ví dụ, bộ dự đoán liên đới 126 

tính toán vectơ chuyển động v0 tại điểm điều khiển góc phía trên-bên trái của 

khối hiện tại, vectơ chuyển động v1 tại điểm điều khiển góc phía trên-bên phải 

của khối hiện tại, và vectơ chuyển động v2 tại điểm điều khiển góc phía 

dưới-bên trái của khối hiện tại bằng cách chiếu các vectơ chuyển động v3, v4, và 

v5 tại góc phía trên-bên trái, góc phía trên-bên phải, và góc phía dưới-bên trái 

của khối được mã hóa lên trên khối hiện tại. 

[0394] 

 Cần lưu ý rằng, như được minh họa trong FIG.49A được mô tả nêu trên, 

các MV tại ba điểm điều khiển có thể được tính toán khi khối A được nhận dạng 

và khối A có hai điểm điều khiển, và như được minh họa trong FIG.49B được 

mô tả nêu trên, các MV tại hai điểm điều khiển có thể được tính toán khi khối A 

được nhận dạng và khối A có ba điểm điều khiển. 
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[0395] 

 Tiếp theo, bộ dự đoán liên đới 126 thực hiện việc bù chuyển động của 

mỗi khối con được chứa trong khối hiện tại. Nói cách khác, bộ dự đoán liên đới 

126 tính toán MV đối với mỗi khối con như là MV afin, nhờ sử dụng hai vectơ 

chuyển động v0 và v1 và biểu thức (1A) nêu trên hoặc ba vectơ chuyển động v0, 

v1, và v2 và biểu thức (1B) nêu trên (bước Sk_2). Sau đó, bộ dự đoán liên đới 

126 thực hiện việc bù chuyển động của các khối con sử dụng các MV afin này 

và các ảnh tham chiếu được mã hóa (bước Sk_3). Khi các xử lý trong các bước 

Sk_2 và Sk_3 được thực thi đối với mỗi tất cả khối con được chứa trong khối 

hiện tại, xử lý để tạo ra ảnh dự đoán sử dụng chế độ hợp nhất afin đối với khối 

hiện tại hoàn thành. Nói cách khác, việc bù chuyển động của khối hiện tại được 

thực hiện để tạo ra ảnh dự đoán của khối hiện tại. 

[0396] 

 Cần lưu ý rằng danh sách ứng viên MV nêu trên có thể được tạo ra trong 

bước Sk_1. Danh sách ứng viên MV có thể là, ví dụ, danh sách bao gồm các ứng 

viên MV thu được nhờ sử dụng các phương pháp thu nhận MV đối với mỗi điểm 

điều khiển. Các phương pháp thu nhận MV có thể là bất kỳ kết hợp của các 

phương pháp thu nhận MV được minh họa trong các Fig.47A đến Fig.47C, các 

phương pháp thu nhận MV được minh họa trong các Fig.48A và Fig.48B, các 

phương pháp thu nhận MV được minh họa trong các Fig.49A và Fig.49B, và các 

phương pháp thu nhận MV khác. 

[0397] 

 Cần lưu ý rằng các danh sách ứng viên MV có thể bao gồm các ứng viên 

MV trong chế độ trong đó việc dự đoán được thực hiện trong các đơn vị của 

khối con, ngoài chế độ afin. 

[0398] 

 Cần lưu ý rằng, ví dụ, danh sách ứng viên MV bao gồm các ứng viên 

MV trong chế độ hợp nhất afin trong đó hai điểm điều khiển được sử dụng và 
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chế độ hợp nhất afin trong đó ba điểm điều khiển được sử dụng có thể được tạo 

ra như là danh sách ứng viên MV. Ngoài ra, danh sách ứng viên MV bao gồm 

các ứng viên MV trong chế độ hợp nhất afin trong đó hai điểm điều khiển được 

sử dụng và danh sách ứng viên MV bao gồm các ứng viên MV trong chế độ hợp 

nhất afin trong đó ba điểm điều khiển được sử dụng có thể được tạo ra một cách 

riêng biệt. Ngoài ra, danh sách ứng viên MV bao gồm các ứng viên MV trong 

một trong số chế độ hợp nhất afin trong đó hai điểm điều khiển được sử dụng và 

chế độ hợp nhất afin trong đó ba điểm điều khiển được sử dụng có thể được tạo 

ra. Các ứng viên MV có thể là, ví dụ, các MV đối với khối A (bên trái), khối B 

(phía trên), khối C (phía trên-bên phải), khối D (phía dưới-bên trái), và khối E 

(phía trên-bên trái) được mã hóa, hoặc MV đối với khối có hiệu lực trong số các 

khối. 

[0399] 

 Cần lưu ý rằng chỉ số mà chỉ báo một trong số các MV trong danh sách 

ứng viên MV có thể được truyền như là thông tin lựa chọn M. 

[0400] 

[Thu nhận MV > chế độ afin > chế độ liên đới afin] 

 FIG.51 là lưu đồ minh họa một ví dụ về chế độ liên đới afin. 

[0401] 

 Trong chế độ liên đới afin, đầu tiên, bộ dự đoán liên đới 126 thu nhận 

các bộ dự đoán liên đới MV (v0, v1) hoặc (v0, v1, v2) của hai hoặc ba điểm điều 

khiển tương ứng đối với khối hiện tại (bước Sj_1). Các điểm điều khiển là điểm 

góc phía trên-bên trái của khối hiện tại, điểm góc phía trên-bên phải của khối 

hiện tại, và điểm góc phía dưới-bên trái của khối hiện tại như được minh họa 

trong FIG.46A hoặc FIG.46B. 

[0402] 

 Ví dụ, khi các phương pháp thu nhận MV được minh họa trong các 

Fig.48A và Fig.48B được sử dụng, bộ dự đoán liên đới 126 thu nhận các bộ dự 



107 

đoán MV (v0, v1) hoặc (v0, v1, v2) tại hai hoặc ba điểm điều khiển tương ứng đối 

với khối hiện tại bằng cách lựa chọn các MV của bất kỳ khối trong số các khối 

được mã hóa trong lân cận của các điểm điều khiển tương ứng đối với khối hiện 

tại được minh họa trong FIG.48A hoặc FIG.48B. Lúc này, bộ dự đoán liên đới 

126 mã hóa, trong dòng, thông tin lựa chọn bộ dự đoán MV để nhận dạng hai 

hoặc ba bộ dự đoán MV được lựa chọn. 

[0403] 

 Ví dụ, bộ dự đoán liên đới 126 có thể xác định, nhờ sử dụng việc đánh 

giá giá trị hoặc loại tương tự, khối mà từ đó MV như là bộ dự đoán MV tại điểm 

điều khiển được lựa chọn từ trong số các khối được mã hóa mà lân cận khối hiện 

tại, và có thể ghi, trong dòng bit, cờ mà chỉ báo bộ dự đoán MV nào được lựa 

chọn. Nói cách khác, bộ dự đoán liên đới 126 xuất ra, như là tham số dự đoán, 

thông tin lựa chọn bộ dự đoán MV như cờ tới bộ mã hóa entropy 110 thông qua 

bộ tạo tham số dự đoán 130. 

[0404] 

 Tiếp theo, bộ dự đoán liên đới 126 thực hiện ước lượng chuyển động 

(bước Sj_3 và Sj_4) trong khi cập nhật bộ dự đoán MV được lựa chọn hoặc 

được thu nhận trong bước Sj_1 (bước Sj_2). Nói cách khác, bộ dự đoán liên đới 

126 tính toán, như là MV afin, MV của mỗi khối con mà tương ứng với bộ dự 

đoán MV được cập nhật, sử dụng biểu thức (1A) hoặc biểu thức (1B) được mô 

tả nêu trên (bước Sj_3). Sau đó, bộ dự đoán liên đới 126 thực hiện việc bù 

chuyển động của các khối con sử dụng các MV afin này và các ảnh tham chiếu 

được mã hóa (bước Sj_4). Các xử lý trong bước Sj_3 và Sj_4 được thực thi trên 

tất cả các khối trong khối hiện tại mỗi khi bộ dự đoán MV được cập nhật trong 

bước Sj_2. Kết quả là, ví dụ, bộ dự đoán liên đới 126 xác định bộ dự đoán MV 

mà có giá trị nhỏ nhất như là MV tại điểm điều khiển trong vòng ước lượng 

chuyển động (bước Sj_5). Lúc này, bộ dự đoán liên đới 126 còn mã hóa, trong 

dòng, giá trị chênh lệch giữa MV được xác định và các bộ dự đoán MV như là 

độ chênh lệch MV. Nói cách khác, bộ dự đoán liên đới 126 xuất ra độ chênh lệch 
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MV như là tham số dự đoán tới bộ mã hóa entropy 110 thông qua bộ tạo tham số 

dự đoán 130. 

[0405] 

 Cuối cùng, bộ dự đoán liên đới 126 tạo ra ảnh dự đoán đối với khối hiện 

tại bằng cách thực hiện bù chuyển động của khối hiện tại sử dụng MV được xác 

định và ảnh tham chiếu được mã hóa (bước Sj_6). 

[0406] 

 Cần lưu ý rằng danh sách ứng viên MV nêu trên có thể được tạo ra trong 

bước Sj_1. Danh sách ứng viên MV có thể là, ví dụ, danh sách bao gồm các ứng 

viên MV thu được nhờ sử dụng các phương pháp thu nhận MV đối với mỗi điểm 

điều khiển. Các phương pháp thu nhận MV có thể là bất kỳ kết hợp của các 

phương pháp thu nhận MV được minh họa trong các Fig.47A đến Fig.47C, các 

phương pháp thu nhận MV được minh họa trong các Fig.48A và Fig.48B, các 

phương pháp thu nhận MV được minh họa trong các Fig.49A và Fig.49B, và các 

phương pháp thu nhận MV khác. 

[0407] 

 Cần lưu ý rằng danh sách ứng viên MV có thể bao gồm các ứng viên 

MV trong chế độ trong đó việc dự đoán được thực hiện trong các đơn vị của 

khối con, ngoài chế độ afin. 

[0408] 

 Cần lưu ý rằng, ví dụ, danh sách ứng viên MV bao gồm các ứng viên 

MV trong chế độ liên đới afin trong đó hai điểm điều khiển được sử dụng và chế 

độ liên đới afin trong đó ba điểm điều khiển được sử dụng có thể được tạo ra 

như là danh sách ứng viên MV. Ngoài ra, danh sách ứng viên MV bao gồm các 

ứng viên MV trong chế độ liên đới afin trong đó hai điểm điều khiển được sử 

dụng và danh sách ứng viên MV bao gồm các ứng viên MV trong chế độ liên 

đới afin trong đó ba điểm điều khiển được sử dụng có thể được tạo ra một cách 

riêng biệt. Ngoài ra, danh sách ứng viên MV bao gồm các ứng viên MV trong 
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một trong số chế độ liên đới afin trong đó hai điểm điều khiển được sử dụng và 

chế độ liên đới afin trong đó ba điểm điều khiển được sử dụng có thể được tạo ra. 

Các ứng viên MV có thể là, ví dụ, các MV đối với khối A (bên trái), khối B 

(phía trên), khối C (phía trên-bên phải), khối D (phía dưới-bên trái), và khối E 

(phía trên-bên trái) được mã hóa, hoặc MV đối với khối có hiệu lực trong số các 

khối. 

[0409] 

 Cần lưu ý rằng chỉ số mà chỉ báo một trong số các ứng viên MV trong 

danh sách ứng viên MV có thể được truyền như là thông tin lựa chọn bộ dự đoán 

MV. 

[0410] 

[Thu nhận MV > chế độ tam giác] 

 Bộ dự đoán liên đới 126 tạo ra một ảnh dự đoán hình chữ nhật đối với 

khối hình chữ nhật hiện tại trong ví dụ nêu trên. Tuy nhiên, bộ dự đoán liên đới 

126 có thể tạo ra các ảnh dự đoán mỗi chúng có dạng khác với hình chữ nhật đối 

với khối chữ nhật hiện tại, và có thể kết hợp các ảnh dự đoán để tạo ra ảnh dự 

đoán chữ nhật cuối cùng. Dạng khác với hình chữ nhật có thể là, ví dụ, hình tam 

giác. 

[0411] 

 FIG.52A là sơ đồ để minh họa việc tạo ra hai ảnh dự đoán tam giác. 

[0412] 

 Bộ dự đoán liên đới 126 tạo ra ảnh dự đoán tam giác bằng cách thực hiện 

việc bù chuyển động của phân vùng thứ nhất mà có dạng tam giác trong khối 

hiện tại bằng cách sử dụng MV thứ nhất của phân vùng thứ nhất, để tạo ra ảnh 

dự đoán tam giác. Tương tự, bộ dự đoán liên đới 126 tạo ra ảnh dự đoán tam 

giác bằng cách thực hiện việc bù chuyển động của phân vùng thứ hai mà có 

dạng tam giác trong khối hiện tại bằng cách sử dụng MV thứ hai của phân vùng 

thứ hai, để tạo ra ảnh dự đoán tam giác. Sau đó, bộ dự đoán liên đới 126 tạo ra 
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ảnh dự đoán mà có cùng dạng chữ nhật như dạng chữ nhật của khối hiện tại 

bằng cách kết hợp các ảnh dự đoán này. 

[0413] 

 Cần lưu ý rằng ảnh dự đoán thứ nhất mà có dạng chữ nhật tương ứng với 

khối hiện tại có thể được tạo ra như là ảnh dự đoán đối với phân vùng thứ nhất, 

nhờ sử dụng MV thứ nhất. Ngoài ra, ảnh dự đoán thứ hai mà có dạng chữ nhật 

tương ứng với khối hiện tại có thể được tạo ra như là ảnh dự đoán đối với phân 

vùng thứ hai, nhờ sử dụng MV thứ hai. Ảnh dự đoán đối với khối hiện tại có thể 

được tạo ra bằng cách thực hiện việc cộng có trọng số của ảnh dự đoán thứ nhất 

và ảnh dự đoán thứ hai. Cần lưu ý rằng phần mà được đưa vào cộng có trọng số 

có thể là một phần vùng đi qua biên giữa phân vùng thứ nhất và phân vùng thứ 

hai. 

[0414] 

 FIG.52B là sơ đồ khái niệm để minh họa các ví dụ về phần thứ nhất của 

phân vùng thứ nhất mà chồng lấn với phân vùng thứ hai, và các tập hợp của các 

mẫu thứ nhất và thứ hai mà có thể được lấy trọng số như là một phần của xử lý 

hiệu chỉnh. Phần thứ nhất có thể là, ví dụ, một phần tư của độ rộng hoặc độ cao 

của phân vùng thứ nhất. Theo ví dụ khác, phần thứ nhất có thể có độ rộng tương 

ứng với N mẫu lân cận với biên của phân vùng thứ nhất, trong đó N là số 

nguyên lớn hơn 0, và N có thể là, ví dụ, số nguyên 2. Như được minh họa, ví dụ 

bên trái của FIG.52B thể hiện phân vùng chữ nhật mà có phần chữ nhật với độ 

rộng mà là một phần tư của độ rộng của phân vùng thứ nhất, với tập hợp thứ 

nhất của các mẫu bao gồm các mẫu phía ngoài của phần thứ nhất và các mẫu 

bên trong của phần thứ nhất, và tập hợp thứ hai của các mẫu bao gồm các mẫu 

bên trong phần thứ nhất. Ví dụ ở giữa của FIG.52B thể hiện phân vùng chữ nhật 

mà có phần chữ nhật với độ cao mà là một phần tư của độ cao của phân vùng 

thứ nhất, với tập hợp thứ nhất của các mẫu bao gồm các mẫu phía ngoài của 

phần thứ nhất và các mẫu bên trong của phần thứ nhất, và tập hợp thứ hai của 

các mẫu bao gồm các mẫu bên trong phần thứ nhất. Ví dụ bên phải của FIG.52B 
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thể hiện phân vùng tam giác mà có phần đa giác với độ cao mà tương ứng với 

hai mẫu, với tập hợp thứ nhất của các mẫu bao gồm các mẫu bên ngoài của phần 

thứ nhất và các mẫu bên trong của phần thứ nhất, và tập hợp thứ hai của các 

mẫu bao gồm các mẫu bên trong phần thứ nhất. 

[0415] 

 Phần thứ nhất có thể là một phần của phân vùng thứ nhất mà chồng lên 

phân vùng liền kề. FIG.52C là sơ đồ khái niệm để minh họa phần thứ nhất của 

phân vùng thứ nhất, mà là phần của phân vùng thứ nhất mà chồng lấn với phần 

của phân vùng liền kề. Nhằm dễ dàng minh họa, phân vùng chữ nhật mà có phần 

xếp chồng với phân vùng chữ nhật liền kề về mặt không gian được thể hiện. Các 

phân vùng mà có dạng khác, như các phân vùng tam giác, có thể được sử dụng, 

và các phần chồng lấn có thể chồng lấn với phân vùng lân cận về mặt không 

gian hoặc thời gian. 

[0416] 

 Ngoài ra, mặc dù ví dụ được đưa ra trong đó ảnh dự đoán được tạo ra đối 

với mỗi hai phân vùng sử dụng việc dự đoán liên đới, ảnh dự đoán có thể được 

tạo ra đối với ít nhất một phân vùng sử dụng việc nội dự đoán. 

[0417] 

 FIG.53 là lưu đồ minh họa một ví dụ của chế độ tam giác. 

[0418] 

 Đầu tiên, trong chế độ tam giác, bộ dự đoán liên đới 126 phân chia khối 

hiện tại thành phân vùng thứ nhất và phân vùng thứ hai (bước Sx_1). Lúc này, 

bộ dự đoán liên đới 126 có thể mã hóa, trong dòng, thông tin phân vùng mà là 

thông tin liên quan đến việc phân chia thành các phân vùng như là tham số dự 

đoán. Nói cách khác, bộ dự đoán liên đới 126 có thể xuất ra thông tin phân vùng 

như là tham số dự đoán tới bộ mã hóa entropy 110 thông qua bộ tạo tham số dự 

đoán 130. 

[0419] 
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 Đầu tiên, bộ dự đoán liên đới 126 thu nhận các ứng viên MV đối với 

khối hiện tại dựa trên thông tin như các MV của các khối được mã hóa theo thời 

gian hoặc không gian xung quanh khối hiện tại (bước Sx_2). Nói cách khác, bộ 

dự đoán liên đới 126 tạo ra danh sách ứng viên MV. 

[0420] 

 Sau đó, bộ dự đoán liên đới 126 lựa chọn ứng viên MV đối với phân 

vùng thứ nhất và ứng viên MV đối với phân vùng thứ hai như là MV thứ nhất và 

MV thứ hai, một cách lần lượt, từ các ứng viên MV thu được trong bước Sx_2 

(bước Sx_3). Lúc này, bộ dự đoán liên đới 126 mã hóa, trong dòng, thông tin lựa 

chọn MV để nhận dạng ứng viên MV được lựa chọn như là tham số dự đoán. 

Nói cách khác, bộ dự đoán liên đới 126 xuất ra thông tin lựa chọn MV như là 

tham số dự đoán tới bộ mã hóa entropy 110 thông qua bộ tạo tham số dự đoán 

130. 

[0421] 

 Tiếp theo, bộ dự đoán liên đới 126 tạo ra ảnh dự đoán thứ nhất bằng cách 

thực hiện việc bù chuyển động nhờ sử dụng MV thứ nhất được lựa chọn và ảnh 

tham chiếu được mã hóa (bước Sx_4). Tương tự, bộ dự đoán liên đới 126 tạo ra 

ảnh dự đoán thứ hai bằng cách thực hiện việc bù chuyển động nhờ sử dụng MV 

thứ hai được lựa chọn và ảnh tham chiếu được mã hóa (bước Sx_5). 

[0422] 

 Cuối cùng, bộ dự đoán liên đới 126 tạo ra ảnh dự đoán đối với khối hiện 

tại bằng cách thực hiện việc cộng có trọng số của ảnh dự đoán thứ nhất và ảnh 

dự đoán thứ hai (bước Sx_6). 

[0423] 

 Cần lưu ý rằng, mặc dù phân vùng thứ nhất và phân vùng thứ hai là các 

hình tam giác trong ví dụ được minh họa trong FIG.52A, phân vùng thứ nhất và 

phân vùng thứ hai có thể là các hình thang, hoặc các dạng khác khác nhau. 

Ngoài ra, mặc dù khối hiện tại bao gồm hai phân vùng trong ví dụ được minh 
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họa trong Fig.52A, khối hiện tại có thể bao gồm ba phân vùng hoặc lớn hơn. 

[0424] 

 Ngoài ra, phân vùng thứ nhất và phân vùng thứ hai có thể chồng lấn 

nhau. Nói cách khác, phân vùng thứ nhất và phân vùng thứ hai có thể bao gồm 

cùng vùng điểm ảnh. Trong trường hợp này, ảnh dự đoán đối với khối hiện tại có 

thể được tạo ra nhờ sử dụng ảnh dự đoán trong phân vùng thứ nhất và ảnh dự 

đoán trong phân vùng thứ hai. 

[0425] 

 Ngoài ra, mặc dù ví dụ trong đó ảnh dự đoán được tạo ra đối với mỗi hai 

phân vùng sử dụng việc dự đoán liên đới đã được minh họa, ảnh dự đoán có thể 

được tạo ra đối với ít nhất một phân vùng sử dụng việc nội dự đoán. 

[0426] 

 Cần lưu ý rằng danh sách ứng viên MV để lựa chọn MV thứ nhất và 

danh sách ứng viên MV để lựa chọn MV thứ hai có thể khác nhau, hoặc danh 

sách ứng viên MV để lựa chọn MV thứ nhất có thể cũng được sử dụng như là 

danh sách ứng viên MV để lựa chọn MV thứ hai. 

[0427] 

 Cần lưu ý rằng thông tin phân vùng có thể bao gồm chỉ số mà chỉ báo 

chiều phân chia trong đó ít nhất khối hiện tại được phân chia thành nhiều phân 

vùng. Thông tin lựa chọn MV có thể bao gồm chỉ số mà chỉ báo MV thứ nhất 

được lựa chọn và chỉ số mà chỉ báo MV thứ hai được lựa chọn. Một chỉ số có 

thể chỉ báo nhiều đoạn thông tin. Ví dụ, một chỉ số mà chỉ báo chung một phần 

hoặc toàn bộ thông tin phân vùng và một phần hoặc toàn bộ thông tin lựa chọn 

MV có thể được mã hóa. 

[0428] 

[Thu nhận MV > Chế độ ATMVP] 

 FIG.54 là sơ đồ minh họa một ví dụ về chế độ ATMVP trong đó MV 
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được thu nhận trong các đơn vị của khối con. 

[0429] 

 Chế độ ATMVP là chế độ được phân loại thành chế độ hợp nhất. Ví dụ, 

trong chế độ ATMVP, ứng viên MV đối với mỗi khối con được ghi trong danh 

sách ứng viên MV để sử dụng trong chế độ hợp nhất thường. 

[0430] 

 Cụ thể hơn, trong chế độ ATMVP, đầu tiên, như được minh họa trong 

FIG.54, khối tham chiếu MV theo thời gian được kết hợp với khối hiện tại được 

nhận dạng trong ảnh tham chiếu được mã hóa được chỉ rõ bởi MV (MV0) của 

khối lân cận nằm tại vị trí phía dưới-bên trái so với khối hiện tại. Tiếp theo, 

trong mỗi khối con trong khối hiện tại, MV được sử dụng để mã hóa vùng tương 

ứng với khối con trong khối tham chiếu MV theo thời gian được nhận dạng. MV 

được nhận dạng theo cách này được chứa trong danh sách ứng viên MV như là 

ứng viên MV đối với khối con trong khối hiện tại. Khi ứng viên MV đối với mỗi 

khối con được lựa chọn từ danh sách ứng viên MV, khối con được bù chuyển 

động trong đó ứng viên MV được sử dụng như là MV đối với khối con. Theo 

cách này, ảnh dự đoán đối với mỗi khối con được tạo ra. 

[0431] 

 Mặc dù khối nằm tại vị trí phía dưới-bên trái so với khối hiện tại được sử 

dụng như là khối tham chiếu MV xung quanh trong ví dụ được minh họa trong 

FIG.54, cần lưu ý rằng khối khác có thể được sử dụng. Ngoài ra, kích cỡ của 

khối con có thể là 4×4 điểm ảnh, 8×8 điểm ảnh, hoặc kích cỡ khác. Kích cỡ của 

khối con có thể được chuyển đổi đối với đơn vị như lát, viên, ảnh, v.v. 

[0432] 

[Ước lượng chuyển động > DMVR] 

 FIG.55 là sơ đồ minh họa quan hệ giữa chế độ hợp nhất và DMVR. 

[0433] 
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 Bộ dự đoán liên đới 126 thu nhận MV đối với khối hiện tại theo chế độ 

hợp nhất (bước Sl_1). Tiếp theo, bộ dự đoán liên đới 126 xác định rằng có thực 

hiện hay không việc ước lượng của vectơ chuyển động, tức là, ước lượng 

chuyển động (bước Sl_2). Ở đây, khi xác định không thực hiện ước lượng 

chuyển động (Không trong bước Sl_2), bộ dự đoán liên đới 126 xác định vectơ 

chuyển động thu được trong bước Sl_1 như là vectơ chuyển động cuối cùng đối 

với khối hiện tại (bước Sl_4). Nói cách khác, trong trường hợp này, vectơ 

chuyển động của khối hiện tại được xác định theo chế độ hợp nhất. 

[0434] 

 Khi xác định thực hiện ước lượng chuyển động trong bước Sl_1 (Có 

trong bước Sl_2), bộ dự đoán liên đới 126 thu nhận vectơ chuyển động cuối 

cùng đối với khối hiện tại bằng cách ước lượng vùng xung quanh của ảnh tham 

chiếu được chỉ rõ bởi vectơ chuyển động thu được trong bước Sl_1 (bước Sl_3). 

Nói cách khác, trong trường hợp này, MV của khối hiện tại được xác định theo 

DMVR. 

[0435] 

 FIG.56 là sơ đồ khái niệm để minh họa ví dụ khác về DMVR để xác 

định MV. 

[0436] 

 Đầu tiên, trong chế độ hợp nhất ví dụ, các ứng viên MV (L0 và L1) được 

lựa chọn đối với khối hiện tại. Điểm ảnh tham chiếu được nhận dạng từ ảnh 

tham chiếu thứ nhất (L0) mà là ảnh được mã hóa trong danh sách L0 theo ứng 

viên MV (L0). Tương tự, điểm ảnh tham chiếu được nhận dạng từ ảnh tham 

chiếu thứ hai (L1) mà là ảnh được mã hóa trong danh sách L1 theo ứng viên MV 

(L1). Khuôn mẫu được tạo ra bằng cách tính toán giá trị trung bình của các điểm 

ảnh tham chiếu này. 

[0437] 

 Tiếp theo, mỗi vùng xung quanh của các ứng viên MV của ảnh tham 
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chiếu thứ nhất (L0) và ảnh tham chiếu thứ hai (L1) được ước lượng nhờ sử dụng 

khuôn mẫu, và MV mà có giá trị nhỏ nhất được xác định là MV cuối cùng. Cần 

lưu ý rằng giá trị có thể được tính toán, ví dụ, sử dụng giá trị chênh lệch giữa 

mỗi các giá trị điểm ảnh trong khuôn mẫu và một trong số các giá trị điểm ảnh 

tương ứng trong vùng ước lượng, các giá trị của các ứng viên MV, v.v. 

[0438] 

 Các xử lý tương tự được mô tả ở đây không cần luôn được thực hiện. Bất 

kỳ xử lý để thực hiện việc thu nhận MV cuối cùng bằng cách ước lượng trong 

các vùng xung quanh của các ứng viên MV có thể được sử dụng. 

[0439] 

 FIG.57 là sơ đồ khái niệm để minh họa ví dụ khác về DMVR để xác 

định MV. Không giống như ví dụ về DMVR được minh họa trong FIG.56, trong 

ví dụ được minh họa trong FIG.57, các giá trị được tính toán mà không tạo ra 

khuôn mẫu bất kỳ. 

[0440] 

 Đầu tiên, bộ dự đoán liên đới 126 ước lượng vùng xung quanh của khối 

tham chiếu được chứa trong mỗi ảnh tham chiếu trong danh sách L0 và danh 

sách L1, dựa trên MV khởi tạo mà là ứng viên MV thu được từ mỗi danh sách 

ứng viên MV. Ví dụ, như được minh họa trong FIG.57, MV khởi tạo tương ứng 

với khối tham chiếu trong danh sách L0 là InitMV_L0, và MV khởi tạo tương 

ứng với khối tham chiếu trong danh sách L1 là InitMV_L1. Trong ước lượng 

chuyển động, bộ dự đoán liên đới 126 đầu tiên thiết lập vị trí tìm kiếm đối với 

ảnh tham chiếu trong danh sách L0. Dựa trên vị trí được chỉ báo bởi độ chênh 

lệch vectơ mà chỉ báo vị trí tìm kiếm cần được thiết lập, cụ thể, MV khởi tạo 

(tức là, InitMV_L0), độ chênh lệch vectơ tới vị trí tìm kiếm là MVd_L0. Sau đó, 

bộ dự đoán liên đới 126 xác định vị trí ước lượng trong ảnh tham chiếu trong 

danh sách L1. Vị trí tìm kiếm này được chỉ báo bởi độ chênh lệch vectơ tới vị trí 

tìm kiếm từ vị trí được chỉ báo bởi MV khởi tạo (tức là, InitMV_L1). Cụ thể hơn, 
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bộ dự đoán liên đới 126 xác định độ chênh lệch vectơ như là MVd_L1 bằng 

cách phản chiếu của MVd_L0. Nói cách khác, bộ dự đoán liên đới 126 xác định 

vị trí mà đối xứng với vị trí được chỉ báo bởi MV khởi tạo là vị trí tìm kiếm 

trong mỗi ảnh tham chiếu trong danh sách L0 và danh sách L1. Bộ dự đoán liên 

đới 126 tính toán, đối với mỗi vị trí tìm kiếm, tổng của các độ chênh lệch tuyệt 

đối (SAD) giữa các giá trị của các điểm ảnh tại các vị trí tìm kiếm trong các khối 

như là giá trị, và tìm ra vị trí tìm kiếm mà có giá trị nhỏ nhất. 

[0441] 

 FIG.58A là sơ đồ để minh họa một ví dụ về ước lượng chuyển động 

trong DMVR, và FIG.58B là lưu đồ minh họa một ví dụ về ước lượng chuyển 

động. 

[0442] 

 Đầu tiên, trong bước 1, bộ dự đoán liên đới 126 tính toán giá trị giữa vị 

trí tìm kiếm (cũng được gọi là điểm bắt đầu) được chỉ báo bởi MV khởi tạo và 

tám vị trí tìm kiếm xung quanh. Sau đó, bộ dự đoán liên đới 126 xác định rằng 

giá trị tại mỗi vị trí tìm kiếm khác ngoài điểm bắt đầu có phải là nhỏ nhất hay 

không. Ở đây, khi xác định rằng giá trị tại vị trí tìm kiếm khác ngoài điểm bắt 

đầu là nhỏ nhất, bộ dự đoán liên đới 126 thay đổi đích tới vị trí tìm kiếm mà tại 

đó giá trị nhỏ nhất được thu nhận, và thực hiện xử lý trong bước 2. Khi giá trị tại 

điểm bắt đầu là nhỏ nhất, bộ dự đoán liên đới 126 bỏ qua xử lý trong bước 2 và 

thực hiện xử lý trong bước 3. 

[0443] 

 Trong bước 2, bộ dự đoán liên đới 126 thực hiện việc tìm kiếm tương tự 

xử lý trong bước 1, xem xét, như là điểm bắt đầu mới, vị trí tìm kiếm sau khi 

thay đổi đích theo kết quả của xử lý trong bước 1. Sau đó, bộ dự đoán liên đới 

126 xác định rằng giá trị tại mỗi vị trí tìm kiếm khác ngoài điểm bắt đầu có phải 

là nhỏ nhất hay không. Ở đây, khi xác định rằng giá trị tại vị trí tìm kiếm khác 

ngoài điểm bắt đầu là nhỏ nhất, bộ dự đoán liên đới 126 thực hiện xử lý trong 
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bước 4. Khi giá trị tại điểm bắt đầu là nhỏ nhất, bộ dự đoán liên đới 126 thực 

hiện xử lý trong bước 3. 

[0444] 

 Trong bước 4, bộ dự đoán liên đới 126 xem xét vị trí tìm kiếm tại điểm 

bắt đầu như là vị trí tìm kiếm cuối cùng, và xác định độ chênh lệch giữa vị trí 

được chỉ báo bởi MV khởi tạo và vị trí tìm kiếm cuối cùng là độ chênh lệch 

vectơ. 

[0445] 

 Trong bước 3, bộ dự đoán liên đới 126 xác định vị trí điểm ảnh tại độ 

chính xác điểm ảnh con mà tại đó giá trị nhỏ nhất được thu nhận, dựa trên các 

giá trị tại bốn điểm nằm tại các vị trí phía trên, phía dưới, bên trái, và bên phải 

so với điểm bắt đầu trong bước 1 hoặc bước 2, và xem xét vị trí điểm ảnh như là 

vị trí tìm kiếm cuối cùng. Vị trí điểm ảnh tại độ chính xác điểm ảnh con được 

xác định bằng cách thực hiện việc cộng có trọng số của mỗi bốn vectơ phía trên, 

phía dưới, bên trái, và bên phải ((0, 1), (0, -1), (-1, 0), và (1, 0)), sử dụng, như là 

trọng số, giá trị tại một trong số bốn vị trí tìm kiếm tương ứng. Sau đó, bộ dự 

đoán liên đới 126 xác định độ chênh lệch giữa vị trí được chỉ báo bởi MV khởi 

tạo và vị trí tìm kiếm cuối cùng là độ chênh lệch vectơ. 

[0446] 

[Bù chuyển động > BIO/OBMC/LIC] 

 Bù chuyển động bao gồm chế độ để tạo ra ảnh dự đoán, và hiệu chỉnh 

ảnh dự đoán. Chế độ này là, ví dụ, BIO, OBMC, và LIC được mô tả sau đây. 

[0447] 

 FIG.59 là lưu đồ minh họa một ví dụ về việc tạo ra ảnh dự đoán. 

[0448] 

 Bộ dự đoán liên đới 126 tạo ra ảnh dự đoán (bước Sm_1), và hiệu chỉnh 

ảnh dự đoán theo bất kỳ chế độ được mô tả nêu trên (bước Sm_2). 
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[0449] 

 FIG.60 là lưu đồ minh họa ví dụ khác về việc tạo ra ảnh dự đoán. 

[0450] 

 Bộ dự đoán liên đới 126 thu nhận MV của khối hiện tại (bước Sn_1). 

Tiếp theo, bộ dự đoán liên đới 126 tạo ra ảnh dự đoán nhờ sử dụng MV (bước 

Sn_2), và xác định rằng có thực hiện xử lý hiệu chỉnh hay không (bước Sn_3). Ở 

đây, khi xác định thực hiện xử lý hiệu chỉnh (Có trong bước Sn_3), bộ dự đoán 

liên đới 126 tạo ra ảnh dự đoán cuối cùng bằng cách hiệu chỉnh ảnh dự đoán 

(bước Sn_4). Cần lưu ý rằng, trong LIC được mô tả sau đây, độ chói và sắc độ 

có thể được hiệu chỉnh trong bước Sn_4. Khi xác định không thực hiện xử lý 

hiệu chỉnh (Không trong bước Sn_3), bộ dự đoán liên đới 126 xuất ra ảnh dự 

đoán như là ảnh dự đoán cuối cùng mà không hiệu chỉnh ảnh dự đoán (bước 

Sn_5). 

[0451] 

[Bù chuyển động > OBMC] 

 Cần lưu ý rằng ảnh dự đoán liên đới có thể được tạo ra nhờ sử dụng 

thông tin chuyển động đối với khối lân cận ngoài thông tin chuyển động đối với 

khối hiện tại thu được bằng cách ước lượng chuyển động. Cụ thể hơn, ảnh dự 

đoán liên đới có thể được tạo ra đối với mỗi khối con trong khối hiện tại bằng 

cách thực hiện việc cộng có trọng số của ảnh dự đoán dựa trên thông tin chuyển 

động thu được bằng cách ước lượng chuyển động (trong ảnh tham chiếu) và ảnh 

dự đoán dựa trên thông tin chuyển động của khối lân cận (trong ảnh hiện tại). 

Việc dự đoán liên đới này (bù chuyển động) cũng được gọi là bù chuyển động 

khối chồng lấn (OBMC-overlapped block motion compensation) hoặc chế độ 

OBMC. 

[0452] 

 Trong chế độ OBMC, thông tin mà chỉ báo kích cỡ khối con đối với 

OBMC (được gọi là, ví dụ, kích cỡ khối OBMC) có thể được báo hiệu tại cấp 
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chuỗi. Ngoài ra, thông tin mà chỉ báo rằng áp dụng chế độ OBMC hoặc không 

(được gọi là, ví dụ, cờ OBMC) có thể được báo hiệu tại cấp CU. Cần lưu ý rằng 

việc báo hiệu của thông tin này không cần được thực hiện tại cấp chuỗi và cấp 

CU, và có thể được thực hiện tại cấp khác (ví dụ, tại cấp ảnh, cấp lát, cấp viên, 

cấp CTU hoặc cấp khối con). 

[0453] 

 Chế độ OBMC sẽ được mô tả chi tiết hơn. Các Fig.61 và Fig.62 là lưu 

đồ và sơ đồ khái niệm để minh họa tổng quát của xử lý hiệu chỉnh ảnh dự đoán 

được thực hiện bởi OBMC. 

[0454] 

 Đầu tiên, như được minh họa trong FIG.62, ảnh dự đoán (Pred) bằng 

cách bù chuyển động thường được thu nhận nhờ sử dụng MV được gán tại khối 

hiện tại. Trong FIG.62, mũi tên “MV” trỏ tới ảnh tham chiếu, và chỉ báo khối 

hiện tại nào của ảnh hiện tại viện dẫn tới để thu nhận ảnh dự đoán. 

[0455] 

 Tiếp theo, ảnh dự đoán (Pred_L) được thu nhận bằng cách áp dụng vectơ 

chuyển động (MV_L) mà đã được thu nhận đối với khối được mã hóa mà lân 

cận với bên trái của khối hiện tại tới khối hiện tại (sử dụng lại vectơ chuyển 

động đối với khối hiện tại). Vectơ chuyển động (MV_L) được chỉ báo bởi mũi 

tên “MV_L” mà chỉ báo ảnh tham chiếu từ khối hiện tại. Việc hiệu chỉnh thứ 

nhất của ảnh dự đoán được thực hiện bằng cách xếp chồng hai ảnh dự đoán Pred 

và Pred_L. Điều này mang lại hiệu quả trộn lẫn biên giữa các khối lân cận. 

[0456] 

 Tương tự, ảnh dự đoán (Pred_U) được thu nhận bằng cách áp dụng MV 

(MV_U) mà đã được thu nhận đối với khối được mã hóa mà lân cận phía trên 

khối hiện tại tới khối hiện tại (tái sử dụng MV đối với khối hiện tại). MV 

(MV_U) được chỉ báo bởi mũi tên “MV_U” mà chỉ báo ảnh tham chiếu từ khối 

hiện tại. Việc hiệu chỉnh thứ hai của ảnh dự đoán được thực hiện bằng cách xếp 
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chồng ảnh dự đoán Pred_U tới các ảnh dự đoán (ví dụ, Pred và Pred_L) mà trên 

đó việc hiệu chỉnh thứ nhất đã được thực hiện. Điều này mang lại hiệu quả trộn 

lẫn biên giữa các khối lân cận. Ảnh dự đoán thu được bởi việc hiệu chỉnh thứ hai 

là ảnh trong đó biên giữa các khối lân cận đã được trộn (được san bằng), và do 

đó là ảnh dự đoán cuối cùng của khối hiện tại. 

[0457] 

 Mặc dù ví dụ nêu trên là phương pháp hiệu chỉnh hai đường sử dụng các 

khối lân cận bên trái và phía trên, cần lưu ý rằng phương pháp hiệu chỉnh có thể 

là phương pháp hiệu chỉnh ba đường hoặc nhiều hơn nhờ sử dụng cũng khối lân 

cận bên phải và/hoặc khối lân cận phía dưới. 

[0458] 

 Cần lưu ý rằng vùng trong đó việc xếp chồng này được thực hiện có thể 

chỉ là một phần của cùng gần biên khối thay vì vùng điểm ảnh của toàn bộ khối. 

[0459] 

 Cần lưu ý rằng xử lý hiệu chỉnh ảnh dự đoán theo OBMC để thu nhận 

một ảnh dự đoán Pred từ một ảnh tham chiếu bằng cách xếp chồng các ảnh dự 

đoán bổ sung Pred_L và Pred_U đã được mô tả nêu trên. Tuy nhiên, khi ảnh dự 

đoán được hiệu chỉnh dựa trên nhiều ảnh tham chiếu, xử lý tương tự có thể được 

áp dụng tới mỗi ảnh tham chiếu. Trong trường hợp này, sau khi các ảnh dự đoán 

được hiệu chỉnh được thu nhận từ các ảnh tham chiếu tương ứng bằng cách thực 

hiện hiệu chỉnh ảnh OBMC dựa trên các ảnh tham chiếu, các ảnh dự đoán được 

hiệu chỉnh thu được được xếp chồng tiếp để thu nhận ảnh dự đoán cuối cùng. 

[0460] 

 Cần lưu ý rằng, trong OBMC, đơn vị khối hiện tại có thể là PU hoặc đơn 

vị khối con thu được bằng cách phân chia tiếp PU. 

[0461] 

 Một ví dụ về phương pháp để xác định rằng có áp dụng OBMC hay 

không là phương pháp để sử dụng obmc_flag mà là tín hiệu mà chỉ báo rằng có 
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áp dụng OBMC hay không. Theo một ví dụ cụ thể, bộ mã hóa 100 có thể xác 

định rằng khối hiện tại có thuộc về vùng mà có chuyển động phức tạp hay không. 

Bộ mã hóa 100 thiết lập obmc_flag là giá trị bằng “1” khi khối thuộc về vùng 

mà có chuyển động phức tạp và áp dụng OBMC khi mã hóa, và thiết lập 

obmc_flag thành giá trị bằng “0” khi khối không thuộc về vùng mà có chuyển 

động phức tạp và mã hóa khối mà không áp dụng OBMC. Bộ giải mã 200 

chuyển đổi giữa việc áp dụng và không áp dụng OBMC bằng cách giải mã 

obmc_flag được ghi trong dòng. 

[0462] 

[Bù chuyển động > BIO] 

 Tiếp theo, phương pháp thu nhận MV được mô tả. Đầu tiên, chế độ thu 

nhận MV dựa trên mô hình giả định chuyển động tuyến tính đồng đều được mô 

tả. Chế độ này cũng được gọi là chế độ dòng quang hai chiều (BIO). Ngoài ra, 

dòng quang hai chiều này có thể được ghi là BDOF thay vì BIO. 

[0463] 

 FIG.63 là sơ đồ để minh họa mô hình giả định chuyển động tuyến tính 

đồng đều. Trong FIG.63, (vx, vy) chỉ báo vectơ vận tốc, và τ0 và τ1 ký hiệu các 

khoảng cách theo thời gian giữa ảnh hiện tại (Cur Pic) và hai ảnh tham chiếu 

(Ref0, Ref1). (MVx0, MVy0) chỉ báo MV tương ứng với ảnh tham chiếu Ref0, và 

(MVx1, MVy1) chỉ báo MV tương ứng với ảnh tham chiếu Ref1. 

[0464] 

 Ở đây, theo giả định của chuyển động tuyến tính đồng đều được biểu 

diễn bởi vectơ vận tốc (vx, vy), (MVx0, MVy0) và (MVx1, MVy1) được biểu diễn 

là (vxτ0, vyτ0) và (−vxτ1, −vyτ1), một cách lần lượt, và công thức dòng quang 

(2) sau đây được đưa ra. 

[0465] 

[Công thức 3] 
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∂I(୩) ∂t⁄ + v୶ ∂I(୩) ∂x⁄ + v୷ ∂I(୩) ∂y⁄ = 0    (2) 

[0466] 

 Ở đây, I(k) ký hiệu giá trị độ sáng từ ảnh tham chiếu k (k = 0, 1) sau khi 

bù chuyển động. Công thức dòng quang này thể hiện rằng tổng của (i) đạo hàm 

thời gian của giá trị độ sáng, (ii) tích của vận tốc ngang và thành phần theo chiều 

ngang của građien không gian của ảnh tham chiếu, và (iii) tích của vận tốc dọc 

và thành phần theo chiều dọc của građien không gian của ảnh tham chiếu, bằng 

0 (zero). Vectơ chuyển động của mỗi khối thu được từ, ví dụ, danh sách ứng 

viên MV có thể được hiệu chỉnh trong các đơn vị của điểm ảnh dựa trên kết hợp 

của phương trình dòng quang và phép nội suy Hermite. 

[0467] 

 Cần lưu ý rằng vectơ chuyển động có thể thu được trên phía bộ giải mã 

200 nhờ sử dụng phương pháp khác ngoài thu nhận vectơ chuyển động dựa trên 

mô hình giả định chuyển động tuyến tính đồng đều. Ví dụ, vectơ chuyển động 

có thể được thu nhận trong các đơn vị của khối con dựa trên các vectơ chuyển 

động của các khối lân cận. 

[0468] 

 FIG.64 là lưu đồ minh họa một ví dụ về việc dự đoán liên đới theo BIO. 

FIG.65 là sơ đồ minh họa một ví dụ về cấu trúc của bộ dự đoán liên đới 126 mà 

thực hiện việc dự đoán liên đới theo BIO. 

[0469] 

 Như được minh họa trong FIG.65, bộ dự đoán liên đới 126 bao gồm, ví 

dụ, bộ nhớ 126a, bộ thu nhận ảnh được nội suy 126b, bộ thu nhận ảnh građien 

126c, bộ thu nhận dòng quang 126d, bộ thu nhận giá trị hiệu chỉnh 126e, và bộ 

hiệu chỉnh ảnh dự đoán 126f. Cần lưu ý rằng bộ nhớ 126a có thể là bộ nhớ 

khung 122. 

[0470] 
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 Bộ dự đoán liên đới 126 thu nhận hai vectơ chuyển động (M0, M1), nhờ 

sử dụng hai ảnh tham chiếu (Ref0, Ref1) khác với ảnh (Cur Pic) bao gồm khối 

hiện tại. Sau đó, bộ dự đoán liên đới 126 thu nhận ảnh dự đoán đối với khối hiện 

tại nhờ sử dụng hai vectơ chuyển động (M0, M1) (bước Sy_1). Lưu ý rằng vectơ 

chuyển động M0 là vectơ chuyển động (MVx0, MVy0) tương ứng với ảnh tham 

chiếu Ref0, và vectơ chuyển động M1 là vectơ chuyển động (MVx1, MVy1) 

tương ứng với ảnh tham chiếu Ref1. 

[0471] 

 Tiếp theo, bộ thu nhận ảnh được nội suy 126b thu nhận ảnh được nội suy 

I0 đối với khối hiện tại, nhờ sử dụng vectơ chuyển động M0 và ảnh tham chiếu 

L0 bằng cách viện dẫn tới bộ nhớ 126a. Tiếp theo, bộ thu nhận ảnh được nội suy 

126b thu nhận ảnh được nội suy I1 đối với khối hiện tại, nhờ sử dụng vectơ 

chuyển động M1 và ảnh tham chiếu L1 bằng cách viện dẫn tới bộ nhớ 126a 

(bước Sy_2). Ở đây, ảnh được nội suy I0 là ảnh được chứa trong ảnh tham chiếu 

Ref0 và được thu nhận đối với khối hiện tại, và ảnh được nội suy I1 là ảnh được 

chứa trong ảnh tham chiếu Ref1 và được thu nhận đối với khối hiện tại. Mỗi ảnh 

được nội suy I0 và ảnh được nội suy I1 có thể có cùng kích cỡ như khối hiện tại. 

Ngoài ra, mỗi ảnh được nội suy I0 và ảnh được nội suy I1 có thể là ảnh lớn hơn 

khối hiện tại. Ngoài ra, ảnh được nội suy I0 và ảnh được nội suy I1 có thể bao 

gồm ảnh dự đoán thu được bằng cách sử dụng các vectơ chuyển động (M0, M1) 

và các ảnh tham chiếu (L0, L1) và áp dụng bộ lọc bù chuyển động. 

[0472] 

 Ngoài ra, bộ thu nhận ảnh građien 126c thu nhận các ảnh građien (Ix0, 

Ix1, Iy0, Iy1) của khối hiện tại, từ ảnh được nội suy I0 và ảnh được nội suy I1 . 

Cần lưu ý rằng các ảnh građien trong chiều ngang là (Ix0, Ix1), và các ảnh 

građien trong chiều dọc là (Iy0, Iy1). Bộ thu nhận ảnh građien 126c có thể thu 

nhận mỗi ảnh građien bằng cách, ví dụ, áp dụng lọc građien tới các ảnh được nội 

suy. Chỉ cần thiết rằng ảnh građien chỉ báo lượng thay đổi không gian về giá trị 

điểm ảnh dọc theo chiều ngang hoặc chiều dọc. 
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[0473] 

 Tiếp theo, bộ thu nhận dòng quang 126d thu nhận, đối với mỗi khối con 

của khối hiện tại, dòng quang (vx, vy) mà là vectơ vận tốc, nhờ sử dụng các ảnh 

được nội suy (I0, I1) và các ảnh građien (Ix0, Ix1, Iy0, Iy1). Dòng quang chỉ báo 

các hệ số để hiệu chỉnh lượng di chuyển điểm ảnh không gian, và có thể được 

gọi là giá trị ước lượng chuyển động cục bộ, vectơ chuyển động được hiệu chỉnh, 

hoặc vectơ trọng số được hiệu chỉnh. Theo một ví dụ, khối con có thể là CU con 

4×4 điểm ảnh. Cần lưu ý rằng việc thu nhận dòng quang có thể được thực hiện 

đối với mỗi đơn vị điểm ảnh, hoặc loại tương tự, thay vì được thực hiện đối với 

mỗi khối con. 

[0474] 

 Tiếp theo, bộ dự đoán liên đới 126 hiệu chỉnh ảnh dự đoán đối với khối 

hiện tại nhờ sử dụng dòng quang (vx, vy). Ví dụ, bộ thu nhận giá trị hiệu chỉnh 

126e thu nhận giá trị hiệu chỉnh đối với giá trị của điểm ảnh được chứa trong 

khối hiện tại, nhờ sử dụng dòng quang (vx, vy) (bước Sy_5). Sau đó, bộ hiệu 

chỉnh ảnh dự đoán 126f có thể hiệu chỉnh ảnh dự đoán đối với khối hiện tại nhờ 

sử dụng giá trị hiệu chỉnh (bước Sy_6). Cần lưu ý rằng giá trị hiệu chỉnh có thể 

được thu nhận trong các đơn vị của điểm ảnh, hoặc có thể được thu nhận trong 

các đơn vị của các điểm ảnh hoặc trong các đơn vị của khối con. 

[0475] 

 Cần lưu ý rằng dòng xử lý BIO không bị giới hạn ở xử lý được bộc lộ 

trong FIG.64. Chỉ một phần của các xử lý được bộc lộ trong FIG.64 có thể được 

thực hiện, hoặc xử lý khác có thể được bổ sung hoặc được sử dụng như là sự 

thay thế, hoặc các xử lý có thể được thực thi trong thứ tự xử lý khác. 

[0476] 

[Bù chuyển động > LIC] 

 Tiếp theo, một ví dụ của chế độ tạo ra ảnh dự đoán (dự đoán) sử dụng bù 

độ chói cục bộ (LIC-local illumination compensation) được mô tả. 
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[0477] 

 FIG.66A là sơ đồ để minh họa một ví dụ về phương pháp tạo ảnh dự 

đoán nhờ sử dụng xử lý hiệu chỉnh độ chói được thực hiện bởi LIC. FIG.66B là 

lưu đồ minh họa một ví dụ về phương pháp tạo ảnh dự đoán nhờ sử dụng LIC. 

[0478] 

 Đầu tiên, bộ dự đoán liên đới 126 thu nhận MV từ ảnh tham chiếu được 

mã hóa, và thu nhận ảnh tham chiếu tương ứng với khối hiện tại (bước Sz_1). 

[0479] 

 Tiếp theo, bộ dự đoán liên đới 126 tách, đối với khối hiện tại, thông tin 

mà chỉ báo giá trị độ chói đã thay đổi như thế nào giữa khối hiện tại và ảnh tham 

chiếu (bước Sz_2). Việc tách này được thực hiện dựa trên các giá trị điểm ảnh 

độ chói của vùng tham chiếu lân cận bên trái được mã hóa (vùng tham chiếu 

xung quanh) và vùng tham chiếu lân cận phía trên được mã hóa (vùng tham 

chiếu xung quanh) trong ảnh hiện tại, và các giá trị điểm ảnh độ chói tại các vị 

trí tương ứng trong ảnh tham chiếu được chỉ rõ bởi các MV được thu nhận. Bộ 

dự đoán liên đới 126 tính toán tham số hiệu chỉnh độ chói, nhờ sử dụng thông 

tin mà chỉ báo giá trị độ chói đã thay đổi như thế nào (bước Sz_3). 

[0480] 

 Bộ dự đoán liên đới 126 tạo ra ảnh dự đoán đối với khối hiện tại bằng 

cách thực hiện xử lý hiệu chỉnh độ chói trong đó tham số hiệu chỉnh độ chói 

được áp dụng tới ảnh tham chiếu trong ảnh tham chiếu được chỉ rõ bởi MV 

(bước Sz_4). Nói cách khác, ảnh dự đoán mà là ảnh tham chiếu trong ảnh tham 

chiếu được chỉ rõ bởi MV được đưa vào hiệu chỉnh dựa trên tham số hiệu chỉnh 

độ chói. Trong việc hiệu chỉnh này, độ chói có thể được hiệu chỉnh, hoặc sắc độ 

có thể được hiệu chỉnh. Nói cách khác, tham số hiệu chỉnh sắc độ có thể được 

tính toán nhờ sử dụng thông tin mà chỉ báo sắc độ đã thay đổi thế nào, và xử lý 

hiệu chỉnh sắc độ có thể được thực hiện. 

[0481] 
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 Cần lưu ý rằng dạng của vùng tham chiếu xung quanh được minh họa 

trong FIG.66A là một ví dụ; dạng khác có thể được sử dụng. 

[0482] 

 Ngoài ra, mặc dù xử lý trong đó ảnh dự đoán được tạo ra từ một ảnh 

tham chiếu đã được mô tả ở đây, các trường hợp trong đó ảnh dự đoán được tạo 

ra từ các ảnh tham chiếu có thể được mô tả trong cùng cách thức. Ảnh dự đoán 

có thể được tạo ra sau khi thực hiện xử lý hiệu chỉnh độ chói của các ảnh tham 

chiếu thu được từ các ảnh tham chiếu trong cùng cách thức như được mô tả nêu 

trên. 

[0483] 

 Một ví dụ của phương pháp xác định rằng có áp dụng LIC hay không là 

phương pháp sử dụng lic_flag mà là tín hiệu chỉ báo rằng có áp dụng LIC hay 

không. Theo một ví dụ cụ thể, bộ mã hóa 100 xác định rằng khối hiện tại có 

thuộc về vùng mà có sự thay đổi độ chói hay không. Bộ mã hóa 100 thiết lập 

lic_flag thành giá trị bằng “1” khi khối thuộc về vùng mà có sự thay đổi độ chói 

và áp dụng LIC khi mã hóa, và thiết lập lic_flag thành giá trị bằng “0” khi khối 

không thuộc về vùng mà có sự thay đổi độ chói và thực hiện việc mã hóa mà 

không áp dụng LIC. Bộ giải mã 200 có thể giải mã lic_flag được ghi trong dòng 

và giải mã khối hiện tại bằng cách chuyển đổi giữa việc áp dụng và không áp 

dụng LIC theo giá trị cờ. 

[0484] 

 Một ví dụ của phương pháp khác để xác định rằng có áp dụng xử lý LIC 

hay không là phương pháp xác định theo việc xử lý LIC có được áp dụng tới 

khối xung quanh hay không. Theo một ví dụ cụ thể, khi khối hiện tại đã được xử 

lý trong chế độ hợp nhất:, bộ dự đoán liên đới 126 xác định rằng khối xung 

quanh được mã hóa được lựa chọn trong việc thu nhận MV trong chế độ hợp 

nhất có được mã hóa sử dụng LIC hay không. Bộ dự đoán liên đới 126 thực hiện 

việc mã hóa bằng cách chuyển đổi giữa việc áp dụng và không áp dụng LIC theo 
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kết quả này. Cần lưu ý rằng, cũng trong ví dụ này, các xử lý tương tự được áp 

dụng tới các xử lý tại phía bộ giải mã 200. 

[0485] 

 Xử lý hiệu chỉnh độ chói (LIC) đã được mô tả có viện dẫn tới các 

Fig.66A và Fig.66B, và được mô tả tiếp dưới đây. 

[0486] 

 Đầu tiên, bộ dự đoán liên đới 126 thu nhận MV để thu nhận ảnh tham 

chiếu tương ứng với khối hiện tại từ ảnh tham chiếu mà là ảnh được mã hóa. 

[0487] 

 Tiếp theo, bộ dự đoán liên đới 126 tách thông tin mà chỉ báo giá trị độ 

chói của ảnh tham chiếu đã thay đổi như thế nào thành giá trị độ chói của ảnh 

hiện tại, sử dụng các giá trị điểm ảnh độ chói của các vùng tham chiếu xung 

quanh được mã hóa mà lân cận với bên trái và phía trên khối hiện tại và các giá 

trị điểm ảnh độ chói trong các vị trí tương ứng trong các ảnh tham chiếu được 

chỉ rõ bởi các MV, và tính toán tham số hiệu chỉnh độ chói. Ví dụ, giả thiết rằng 

giá trị điểm ảnh độ chói của điểm ảnh định trước trong vùng tham chiếu xung 

quanh trong ảnh hiện tại là p0, và giá trị điểm ảnh độ chói của điểm ảnh tương 

ứng với điểm ảnh định trước trong vùng tham chiếu xung quanh trong ảnh tham 

chiếu là p1. Bộ dự đoán liên đới 126 tính toán các hệ số A và B để tối ưu hóa A 

× p1 + B = p0 như là tham số hiệu chỉnh độ chói đối với các điểm ảnh trong 

vùng tham chiếu xung quanh. 

[0488] 

 Tiếp theo, bộ dự đoán liên đới 126 thực hiện xử lý hiệu chỉnh độ chói sử 

dụng tham số hiệu chỉnh độ chói đối với ảnh tham chiếu trong ảnh tham chiếu 

được chỉ rõ bởi MV, để tạo ra ảnh dự đoán đối với khối hiện tại. Ví dụ, giả thiết 

rằng giá trị điểm ảnh độ chói trong ảnh tham chiếu là p2, và giá trị điểm ảnh độ 

chói được hiệu chỉnh độ chói của ảnh dự đoán là p3. Bộ dự đoán liên đới 126 tạo 

ra ảnh dự đoán sau khi được đưa vào xử lý hiệu chỉnh độ chói bằng cách tính 
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toán A × p2 + B = p3 đối với mỗi điểm ảnh trong ảnh tham chiếu. 

[0489] 

 Cần lưu ý rằng một phần của các vùng tham chiếu xung quanh được 

minh họa trên FIG.66A có thể được sử dụng. Ví dụ, vùng mà có số lượng điểm 

ảnh được xác định được tách từ mỗi điểm ảnh lân cận phía trên và các điểm ảnh 

lân cận bên trái có thể được sử dụng như là vùng tham chiếu xung quanh. Ngoài 

ra, vùng tham chiếu xung quanh không bị giới hạn ở vùng mà lân cận khối hiện 

tại, và có thể là vùng mà không lân cận khối hiện tại. Trong ví dụ được minh họa 

trong FIG.66A, vùng tham chiếu xung quanh trong ảnh tham chiếu có thể là 

vùng được chỉ rõ bởi MV khác trong ảnh hiện tại, từ vùng tham chiếu xung 

quanh trong ảnh hiện tại. Ví dụ, MV khác có thể là MV trong vùng tham chiếu 

xung quanh trong ảnh hiện tại. 

[0490] 

 Mặc dù các hoạt động được thực hiện bởi bộ mã hóa 100 đã được mô tả 

ở đây, cần lưu ý rằng bộ giải mã 200 thực hiện các hoạt động tương tự. 

[0491] 

 Cần lưu ý rằng LIC có thể được áp dụng không chỉ tới độ chói mà còn 

được áp dụng tới sắc độ. Lúc này, tham số hiệu chỉnh có thể được thu nhận một 

cách riêng biệt đối với mỗi Y, Cb, và Cr, hoặc tham số hiệu chỉnh chung có thể 

được sử dụng đối với bất kỳ trong số Y, Cb, và Cr. 

[0492] 

 Ngoài ra, xử lý LIC có thể được áp dụng trong các đơn vị của khối con. 

Ví dụ, tham chiếu hiệu chỉnh có thể được thu nhận nhờ sử dụng vùng tham chiếu 

xung quanh trong khối con hiện tại và vùng tham chiếu xung quanh trong khối 

con tham chiếu trong ảnh tham chiếu được chỉ rõ bởi MV của khối con hiện tại. 

[0493] 

[Bộ điều khiển dự đoán] 
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 Bộ điều khiển dự đoán 128 lựa chọn một trong số ảnh nội dự đoán (ảnh 

hoặc tín hiệu được xuất ra từ bộ nội dự đoán 124) và ảnh dự đoán liên đới (ảnh 

hoặc tín hiệu được xuất ra từ bộ dự đoán liên đới 126), và xuất ra ảnh dự đoán 

được lựa chọn tới bộ trừ 104 và bộ cộng 116. 

[0494] 

[Bộ tạo tham số dự đoán] 

 Bộ tạo tham số dự đoán 130 có thể xuất ra thông tin liên quan đến việc 

nội dự đoán, việc dự đoán liên đới, việc lựa chọn ảnh dự đoán trong bộ điều 

khiển dự đoán 128, v.v. Như là tham số dự đoán tới bộ mã hóa entropy 110. Bộ 

mã hóa entropy 110 có thể tạo ra dòng, dựa trên tham số dự đoán mà được đưa 

vào từ bộ tạo tham số dự đoán 130 và các hệ số được lượng tử hóa mà được đưa 

vào từ bộ lượng tử hóa 108. Tham số dự đoán có thể được sử dụng trong bộ giải 

mã 200. Bộ giải mã 200 có thể thu và giải mã dòng, và thực hiện các xử lý 

tương tự như các xử lý dự đoán được thực hiện bởi bộ nội dự đoán 124, bộ dự 

đoán liên đới 126, và bộ điều khiển dự đoán 128. Tham số dự đoán có thể bao 

gồm (i) tín hiệu dự đoán lựa chọn (ví dụ, MV, loại dự đoán, hoặc chế độ dự đoán 

được sử dụng bởi bộ nội dự đoán 124 hoặc bộ dự đoán liên đới 126), hoặc (ii) 

chỉ số tùy chọn, cờ, hoặc giá trị mà dựa trên xử lý dự đoán được thực hiện trong 

mỗi bộ nội dự đoán 124, bộ dự đoán liên đới 126, và bộ điều khiển dự đoán 128, 

hoặc chỉ báo xử lý dự đoán. 

[0495] 

[Bộ giải mã] 

 Tiếp theo, bộ giải mã 200 có thể giải mã dòng được xuất ra từ bộ mã hóa 

100 được mô tả nêu trên được mô tả. FIG.67 là sơ đồ khối minh họa cấu trúc của 

bộ giải mã 200 theo phương án này. Bộ giải mã 200 là thiết bị mà giải mã dòng 

mà là ảnh được mã hóa trong các đơn vị của khối. 

[0496] 

 Như được minh họa trong FIG.67, bộ giải mã 200 bao gồm bộ giải mã 
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entropy 202, bộ lượng tử hóa ngược 204, bộ biến đổi ngược 206, bộ cộng 208, 

bộ nhớ khối 210, bộ lọc vòng 212, bộ nhớ khung 214, bộ nội dự đoán 216, bộ dự 

đoán liên đới 218, bộ điều khiển dự đoán 220, bộ tạo tham số dự đoán 222, và 

bộ xác định phân chia 224. Cần lưu ý rằng bộ nội dự đoán 216 và bộ dự đoán 

liên đới 218 có cấu trúc như là một phần của bộ thực thi dự đoán. 

[0497] 

[Ví dụ bố trí của bộ giải mã] 

 FIG.68 là sơ đồ khối minh họa ví dụ bố trí của bộ giải mã 200. Bộ giải 

mã 200 bao gồm bộ xử lý b1 và bộ nhớ b2. Ví dụ, các thành phần cấu thành của 

bộ giải mã 200 được minh họa trong FIG.67 được bố trí trên bộ xử lý b1 và bộ 

nhớ b2 được minh họa trong FIG.68. 

[0498] 

 Bộ xử lý b1 là mạch mà thực hiện xử lý thông tin và có thể truy nhập 

được tới bộ nhớ b2. Ví dụ, bộ xử lý b1 là mạch điện tử chung hoặc dành riêng 

mà giải mã dòng. Bộ xử lý b1 có thể là bộ xử lý như CPU. Ngoài ra, bộ xử lý b1 

có thể là kết hợp của nhiều mạch điện tử. Ngoài ra, ví dụ, bộ xử lý b1 có thể 

đóng vai trò của hai thành phần cấu thành hoặc nhiều hơn ngoài thành phần cấu 

thành để lưu trữ thông tin trong số các thành phần cấu thành của bộ giải mã 200 

được minh họa trong FIG.67, v.v. 

[0499] 

 Bộ nhớ b2 là bộ nhớ chung hoặc dành riêng để lưu trữ thông tin mà được 

sử dụng bởi bộ xử lý b1 để giải mã dòng. Bộ nhớ b2 có thể là mạch điện tử, và 

có thể được kết nối tới bộ xử lý b1. Ngoài ra, bộ nhớ b2 có thể được chứa trong 

bộ xử lý b1. Ngoài ra, bộ nhớ b2 có thể là kết hợp của nhiều mạch điện tử. 

Ngoài ra, bộ nhớ b2 có thể là đĩa từ, đĩa quang, hoặc loại tương tự, hoặc có thể 

được biểu diễn như là bộ lưu trữ, phương tiện, hoặc loại tương tự. Ngoài ra, bộ 

nhớ b2 có thể là bộ nhớ bất biến, hoặc bộ nhớ khả biến. 

[0500] 
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 Ví dụ, bộ nhớ b2 có thể lưu trữ ảnh hoặc dòng. Ngoài ra, bộ nhớ b2 có 

thể lưu trữ chương trình để làm cho bộ xử lý b1 giải mã dòng. 

[0501] 

 Ngoài ra, ví dụ, bộ nhớ b2 có thể đóng vai trò của hai thành phần cấu 

thành hoặc nhiều hơn để lưu trữ thông tin ngoài các thành phần cấu thành của bộ 

giải mã 200 được minh họa trong FIG.67, v.v. Cụ thể hơn, bộ nhớ b2 có thể 

đóng vai trò của bộ nhớ khối 210 và bộ nhớ khung 214 được minh họa trong 

FIG.67. Cụ thể hơn, bộ nhớ b2 có thể lưu trữ ảnh được khôi phục (cụ thể, khối 

được khôi phục, ảnh được khôi phục, hoặc loại tương tự). 

[0502] 

 Cần lưu ý rằng, trong bộ giải mã 200, không phải tất cả các thành phần 

cấu thành được minh họa trong FIG.67, v.v. có thể được thực hiện, và không 

phải tất cả xử lý được mô tả nêu trên có thể được thực hiện. Một phần của các 

thành phần cấu thành được thể hiện trong FIG.67, v.v. có thể được chứa trong 

thiết bị khác, hoặc một phần của các xử lý được mô tả nêu trên có thể được thực 

hiện bởi thiết bị khác. 

[0503] 

 Sau đây, dòng xử lý chung được thực hiện bởi bộ giải mã 200 được mô 

tả, và sau đó mỗi thành phần cấu thành được chứa trong bộ giải mã 200 được 

mô tả. Cần lưu ý rằng, một vài thành phần cấu thành được chứa trong bộ giải mã 

200 thực hiện các xử lý tương tự như được thực hiện bởi một vài thành phần cấu 

thành được chứa trong bộ mã hóa 100, và do đó các xử lý tương tự không được 

mô tả lặp lại chi tiết. Ví dụ, bộ lượng tử hóa ngược 204, bộ biến đổi ngược 206, 

bộ cộng 208, bộ nhớ khối 210, bộ nhớ khung 214, bộ nội dự đoán 216, bộ dự 

đoán liên đới 218, bộ điều khiển dự đoán 220, và bộ lọc vòng 212 được chứa 

trong bộ giải mã 200 thực hiện các xử lý tương tự như được thực hiện bởi bộ 

lượng tử hóa ngược 112, bộ biến đổi ngược 114, bộ cộng 116, bộ nhớ khối 118, 

bộ nhớ khung 122, bộ nội dự đoán 124, bộ dự đoán liên đới 126, bộ điều khiển 
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dự đoán 128, và bộ lọc vòng 120 được chứa trong bộ mã hóa 100, một cách lần 

lượt. 

[0504] 

[Dòng xử lý giải mã chung] 

 FIG.69 là lưu đồ minh họa một ví dụ về xử lý giải mã chung được thực 

hiện bởi bộ giải mã 200. 

[0505] 

 Đầu tiên, bộ xác định phân chia 224 trong bộ giải mã 200 xác định mẫu 

phân chia của mỗi khối có kích cỡ cố định (128×128 điểm ảnh) được chứa trong 

ảnh, dựa trên tham số mà được đưa vào từ bộ giải mã entropy 202 (bước Sp_1). 

Mẫu phân chia là mẫu phân chia được lựa chọn bởi bộ mã hóa 100. Sau đó, bộ 

giải mã 200 thực hiện các xử lý của bước Sp_2 đến Sp_6 đối với mỗi khối của 

mẫu phân chia. 

[0506] 

 Bộ giải mã entropy 202 giải mã (cụ thể, giải mã entropy) các hệ số được 

lượng tử hóa được mã hóa và tham số dự đoán của khối hiện tại (bước Sp_2). 

[0507] 

 Tiếp theo, bộ lượng tử hóa ngược 204 thực hiện việc lượng tử hóa ngược 

của các hệ số được lượng tử hóa và bộ biến đổi ngược 206 thực hiện việc biến 

đổi ngược của kết quả, để khôi phục các phần dư dự đoán của khối hiện tại 

(bước Sp_3). 

[0508] 

 Tiếp theo, bộ thực thi dự đoán bao gồm tất cả hoặc một phần của bộ nội 

dự đoán 216, bộ dự đoán liên đới 218, và bộ điều khiển dự đoán 220 tạo ra ảnh 

dự đoán của khối hiện tại (bước Sp_4). 

[0509] 

 Tiếp theo, bộ cộng 208 cộng ảnh dự đoán với phần dư dự đoán để tạo ra 
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ảnh được khôi phục (cũng được gọi là khối ảnh được giải mã) của khối hiện tại 

(bước Sp_5). 

[0510] 

 Khi ảnh được khôi phục được tạo ra, bộ lọc vòng 212 thực hiện việc lọc 

của ảnh được khôi phục (bước Sp_6). 

[0511] 

 Sau đó bộ giải mã 200 xác định rằng việc giải mã của toàn bộ ảnh đã 

được hoàn thành hay chưa (bước Sp_7). Khi xác định rằng việc giải mã chưa 

được hoàn thành (Không trong bước Sp_7), bộ giải mã 200 thực hiện lặp lại xử 

lý mà bắt đầu với bước Sp_1. 

[0512] 

 Cần lưu ý rằng các xử lý của các bước này Sp_1 đến Sp_7 có thể được 

thực hiện tuần tự bởi bộ giải mã 200, hoặc hai xử lý hoặc nhiều hơn có thể được 

thực hiện một cách song song. Thứ tự xử lý của hai xử lý hoặc nhiều hơn có thể 

được cải biến. 

[0513] 

[Bộ xác định phân chia] 

 FIG.70 là sơ đồ để minh họa quan hệ giữa bộ xác định phân chia 224 và 

các thành phần cấu thành khác. Bộ xác định phân chia 224 có thể thực hiện các 

xử lý khác nhau như là các ví dụ. 

[0514] 

 Ví dụ, bộ xác định phân chia 224 thu thập thông tin khối từ bộ nhớ khối 

210 hoặc bộ nhớ khung 214, và còn thu nhận tham số từ bộ giải mã entropy 202. 

Sau đó, bộ xác định phân chia 224 có thể xác định mẫu phân chia của khối có 

kích cỡ cố định, dựa trên thông tin khối và tham số. Sau đó, bộ xác định phân 

chia 224 có thể xuất ra thông tin mà chỉ báo mẫu phân chia được xác định tới bộ 

biến đổi ngược 206, bộ nội dự đoán 216, và bộ dự đoán liên đới 218. Bộ biến 
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đổi ngược 206 có thể thực hiện việc biến đổi ngược của các hệ số biến đổi, dựa 

trên mẫu phân chia được chỉ báo bởi thông tin từ bộ xác định phân chia 224. Bộ 

nội dự đoán 216 và bộ dự đoán liên đới 218 có thể tạo ra ảnh dự đoán, dựa trên 

mẫu phân chia được chỉ báo bởi thông tin từ bộ xác định phân chia 224. 

[0515] 

[Bộ giải mã entropy] 

 FIG.71 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ giải mã 

entropy 202. 

[0516] 

 Bộ giải mã entropy 202 tạo ra các hệ số được lượng tử hóa, tham số dự 

đoán, và tham số liên quan đến mẫu phân chia, bằng cách giải mã entropy dòng. 

Ví dụ, CABAC được sử dụng trong việc giải mã entropy. Cụ thể hơn, bộ giải mã 

entropy 202 bao gồm, ví dụ, bộ giải mã số học nhị phân 202a, bộ điều khiển ngữ 

cảnh 202b, và bộ giải nhị phân 202c. Bộ giải mã số học nhị phân 202a giải mã 

số học dòng sử dụng giá trị ngữ cảnh thu được bởi bộ điều khiển ngữ cảnh 202b 

thành tín hiệu nhị phân. Bộ điều khiển ngữ cảnh 202b thu nhận giá trị ngữ cảnh 

theo đặc tính hoặc trạng thái xung quanh của phần tử cú pháp, mà là xác suất 

xuất hiện của tín hiệu nhị phân, trong cùng cách thức như được thực hiện bởi bộ 

điều khiển ngữ cảnh 110b của bộ mã hóa 100. Bộ giải nhị phân 202c thực hiện 

việc giải nhị phân để biến đổi tín hiệu nhị phân được xuất ra từ bộ giải mã số 

học nhị phân 202a thành tín hiệu đa mức mà chỉ báo các hệ số được lượng tử 

hóa như được mô tả nêu trên. Việc nhị phân hóa được thực hiện theo phương 

pháp nhị phân hóa được mô tả nêu trên. 

[0517] 

 Theo đó, bộ giải mã entropy 202 xuất các hệ số được lượng tử hóa của 

mỗi khối tới bộ lượng tử hóa ngược 204. Bộ giải mã entropy 202 có thể xuất ra 

tham số dự đoán được chứa trong dòng (xem FIG.1) tới bộ nội dự đoán 216, bộ 

dự đoán liên đới 218, và bộ điều khiển dự đoán 220. Bộ nội dự đoán 216, bộ dự 
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đoán liên đới 218, và bộ điều khiển dự đoán 220 có thể thực thi các xử lý dự 

đoán tương tự như được thực hiện bởi bộ nội dự đoán 124, bộ dự đoán liên đới 

126, và bộ điều khiển dự đoán 128 tại phía bộ mã hóa 100. 

[0518] 

[Bộ giải mã entropy] 

 FIG.72 là sơ đồ minh họa dòng xử lý CABAC trong bộ giải mã entropy 

202. 

[0519] 

 Đầu tiên, việc khởi tạo được thực hiện trong CABAC trong bộ giải mã 

entropy 202. Trong việc khởi tạo, việc khởi tạo trong bộ giải mã hóa số học nhị 

202a và thiết lập của giá trị ngữ cảnh khởi tạo được thực hiện. Bộ giải mã số học 

nhị phân 202a và bộ giải nhị phân 202c sau đó thực thi việc giải mã số học và 

giải nhị phân của, ví dụ, dữ liệu được mã hóa của CTU. Lúc này, bộ điều khiển 

ngữ cảnh 202b cập nhật giá trị ngữ cảnh mỗi khi việc giải mã số học được thực 

hiện. Sau đó bộ điều khiển ngữ cảnh 202b lưu giá trị ngữ cảnh như là hậu xử lý. 

Giá trị ngữ cảnh được lưu được sử dụng, ví dụ, để khởi tạo giá trị ngữ cảnh đối 

với CTU tiếp theo. 

[0520] 

[Bộ lượng tử hóa ngược] 

 Bộ lượng tử hóa ngược 204 lượng tử hóa ngược các hệ số được lượng tử 

hóa của khối hiện tại mà là các đầu vào từ bộ giải mã entropy 202. Cụ thể hơn, 

bộ lượng tử hóa ngược 204 lượng tử hóa ngược các hệ số được lượng tử hóa của 

khối hiện tại dựa trên các tham số lượng tử hóa tương ứng với các hệ số được 

lượng tử hóa. Bộ lượng tử hóa ngược 204 sau đó xuất các hệ số biến đổi được 

lượng tử hóa ngược (tức là, các hệ số biến đổi) của khối hiện tại tới bộ biến đổi 

ngược 206. 

[0521] 

 FIG.73 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ lượng tử hóa 
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ngược 204. 

[0522] 

 Bộ lượng tử hóa ngược 204 bao gồm, ví dụ, bộ tạo tham số lượng tử hóa 

204a, bộ tạo tham số lượng tử hóa được dự đoán 204b, bộ lưu trữ tham số lượng 

tử hóa 204d, và bộ thực thi lượng tử hóa ngược 204e. 

[0523] 

 FIG.74 là lưu đồ minh họa một ví dụ về việc lượng tử hóa ngược được 

thực hiện bởi bộ lượng tử hóa ngược 204. 

[0524] 

 Bộ lượng tử hóa ngược 204 có thể thực hiện xử lý lượng tử hóa ngược 

như là một ví dụ đối với mỗi CU dựa trên dòng xử lý được minh họa trong 

FIG.74. Cụ thể hơn, bộ tạo tham số lượng tử hóa 204a xác định rằng có thực 

hiện việc lượng tử hóa ngược hay không (bước Sv_11). Ở đây, khi xác định thực 

hiện việc lượng tử hóa ngược (Có trong bước Sv_11), bộ tạo tham số lượng tử 

hóa 204a thu nhận tham số lượng tử hóa chênh lệch đối với khối hiện tại từ bộ 

giải mã entropy 202 (bước Sv_12). 

[0525] 

 Tiếp theo, bộ tạo tham số lượng tử hóa được dự đoán 204b thu nhận 

tham số lượng tử hóa đối với đơn vị xử lý khác với khối hiện tại từ bộ lưu trữ 

tham số lượng tử hóa 204d (bước Sv_13). Bộ tạo tham số lượng tử hóa được dự 

đoán 204b tạo ra tham số lượng tử hóa được dự đoán của khối hiện tại dựa trên 

tham số lượng tử hóa thu được (bước Sv_14). 

[0526] 

 Sau đó, bộ tạo tham số lượng tử hóa 204a cộng tham số lượng tử hóa 

chênh lệch đối với khối hiện tại thu được từ bộ giải mã entropy 202 và tham số 

lượng tử hóa được dự đoán đối với khối hiện tại được tạo ra bởi bộ tạo tham số 

lượng tử hóa được dự đoán 204b (bước Sv_15). Phép cộng này tạo ra tham số 

lượng tử hóa đối với khối hiện tại. Ngoài ra, bộ tạo tham số lượng tử hóa 204a 
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lưu trữ tham số lượng tử hóa đối với khối hiện tại trong bộ lưu trữ tham số lượng 

tử hóa 204d (bước Sv_16). 

[0527] 

 Tiếp theo, bộ thực thi lượng tử hóa ngược 204e lượng tử hóa ngược các 

hệ số được lượng tử hóa của khối hiện tại thành các hệ số biến đổi, sử dụng 

tham số lượng tử hóa được tạo ra trong bước Sv_15 (bước Sv_17). 

[0528] 

 Cần lưu ý rằng tham số lượng tử hóa chênh lệch có thể được giải mã tại 

mức chuỗi bit, mức ảnh, mức lát, mức viên, hoặc mức CTU. Ngoài ra, giá trị 

khởi tạo của tham số lượng tử hóa có thể được giải mã tại mức chuỗi, mức ảnh, 

mức lát, mức viên, hoặc mức CTU. Lúc này, tham số lượng tử hóa có thể được 

tạo ra nhờ sử dụng giá trị khởi tạo của tham số lượng tử hóa và tham số lượng tử 

hóa chênh lệch. 

[0529] 

 Cần lưu ý rằng bộ lượng tử hóa ngược 204 có thể bao gồm các bộ lượng 

tử hóa ngược, và có thể lượng tử hóa ngược các hệ số được lượng tử hóa sử 

dụng phương pháp lượng tử hóa ngược được lựa chọn từ các phương pháp lượng 

tử hóa ngược. 

[0530] 

[Bộ biến đổi ngược] 

 Bộ biến đổi ngược 206 khôi phục các phần dư dự đoán bằng cách biến 

đổi ngược các hệ số biến đổi mà là các đầu vào từ bộ lượng tử hóa ngược 204. 

[0531] 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng EMT hoặc 

AMT cần được áp dụng (ví dụ, khi cờ AMT là đúng), bộ biến đổi ngược 206 

biến đổi ngược các hệ số biến đổi của khối hiện tại dựa trên thông tin mà chỉ báo 

loại biến đổi được phân tích. 
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[0532] 

 Ngoài ra, ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng NSST 

cần được áp dụng, bộ biến đổi ngược 206 áp dụng biến đổi ngược thứ cấp tới 

các hệ số biến đổi. 

[0533] 

 FIG.75 là lưu đồ minh họa một ví dụ về xử lý được thực hiện bởi bộ biến 

đổi ngược 206. 

[0534] 

 Ví dụ, bộ biến đổi ngược 206 xác định rằng thông tin mà chỉ báo rằng 

không có biến đổi trực giao được thực hiện được hiện diện trong dòng (bước 

St_11). Ở đây, khi xác định rằng không có thông tin được hiện diện (Không 

trong bước St_11), bộ biến đổi ngược 206 thu nhận thông tin mà chỉ báo loại 

biến đổi được giải mã bởi bộ giải mã entropy 202 (bước St_12). Tiếp theo, dựa 

trên thông tin này, bộ biến đổi ngược 206 xác định loại biến đổi được sử dụng 

cho việc biến đổi trực giao trong bộ mã hóa 100 (bước St_13). Sau đó bộ biến 

đổi ngược 206 thực hiện biến đổi trực giao ngược sử dụng loại biến đổi được 

xác định (bước St_14). 

[0535] FIG.76 là lưu đồ minh họa ví dụ khác về xử lý được thực hiện bởi bộ 

biến đổi ngược 206. 

[0536] 

 Ví dụ, bộ biến đổi ngược 206 xác định rằng kích cỡ biến đổi có nhỏ hơn 

hoặc bằng giá trị định trước hay không (bước Su_11). Ở đây, khi xác định rằng 

kích cỡ biến đổi nhỏ hơn hoặc bằng giá trị được xác định trước (Có trong bước 

Su_11), bộ biến đổi ngược 206 thu nhận, từ bộ giải mã entropy 202, thông tin 

mà chỉ báo loại biến đổi nào được sử dụng bởi bộ mã hóa 100 trong số ít nhất 

một loại biến đổi được chứa trong nhóm loại biến đổi thứ nhất (bước Su_12). 

Cần lưu ý rằng thông tin này được giải mã bởi bộ giải mã entropy 202 và được 

xuất ra tới bộ biến đổi ngược 206. 
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[0537] 

 Dựa trên thông tin này, bộ biến đổi ngược 206 xác định loại biến đổi 

được sử dụng cho biến đổi trực giao trong bộ mã hóa 100 (bước Su_13). Sau đó, 

bộ biến đổi ngược 206 biến đổi trực giao ngược các hệ số biến đổi của khối hiện 

tại nhờ sử dụng loại biến đổi được xác định (bước Su_14). Khi xác định rằng 

kích cỡ biến đổi ngược không nhỏ hơn hoặc bằng giá trị được xác định trước 

(Không trong bước Su_11), bộ biến đổi ngược 206 biến đổi ngược các hệ số 

biến đổi của khối hiện tại nhờ sử dụng nhóm loại biến đổi thứ hai (bước Su_15). 

[0538] 

 Cần lưu ý rằng biến đổi trực giao ngược bởi bộ biến đổi ngược 206 có 

thể được thực hiện theo dòng xử lý được minh họa trong FIG.75 hoặc FIG.76 

đối với mỗi TU như là một ví dụ. Ngoài ra, biến đổi trực giao ngược có thể được 

thực hiện bằng cách sử dụng loại biến đổi được xác định trước mà không giải 

mã thông tin mà chỉ báo loại biến đổi được sử dụng cho biến đổi trực giao. 

Ngoài ra, loại biến đổi một cách cụ thể là DST7, DCT8, hoặc loại tương tự. 

Trong biến đổi trực giao ngược, hàm cơ sở biến đổi ngược tương ứng với loại 

biến đổi được sử dụng. 

[0539] 

[Bộ cộng] 

 Bộ cộng 208 khôi phục khối hiện tại bằng cách cộng phần dư dự đoán 

mà là đầu vào từ bộ biến đổi ngược 206 và ảnh dự đoán mà là đầu vào từ bộ 

điều khiển dự đoán 220. Nói cách khác, ảnh được khôi phục của khối hiện tại 

được tạo ra. Bộ cộng 208 sau đó xuất ảnh được khôi phục của khối hiện tại tới 

bộ nhớ khối 210 và bộ lọc vòng 212. 

[0540] 

[Bộ nhớ khối] 

 Bộ nhớ khối 210 là bộ lưu trữ để là trữ khối mà được chứa trong ảnh 

hiện tại và được viện dẫn tới trong việc nội dự đoán. Cụ thể hơn, bộ nhớ khối 
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210 lưu trữ ảnh được khôi phục được xuất ra từ bộ cộng 208. 

[0541] 

[Bộ lọc vòng] 

 Bộ lọc vòng 212 áp dụng lọc vòng tới ảnh được khôi phục được tạo ra 

bởi bộ cộng 208, và xuất ra ảnh được khôi phục được lọc tới bộ nhớ khung 214 

và thiết bị hiển thị, v.v. 

[0542] 

 Khi thông tin mà chỉ báo việc kích hoạt hoặc ngắt hoạt động ALF được 

phân tích từ dòng chỉ báo rằng ALF được kích hoạt, một bộ lọc từ trong số nhiều 

bộ lọc được lựa chọn, dựa trên chiều và độ hoạt động của građien cục bộ, và bộ 

lọc được lựa chọn được áp dụng tới ảnh được khôi phục. 

[0543] 

 FIG.77 là sơ đồ khối minh họa một ví dụ về cấu trúc của bộ lọc vòng 

212. Cần lưu ý rằng bộ lọc vòng 212 có cấu trúc tương tự cấu trúc của bộ lọc 

vòng 120 của bộ mã hóa 100. 

[0544] 

 Ví dụ, như được minh họa trong FIG.77, bộ lọc vòng 212 bao gồm bộ 

thực thi lọc giải khối 212a, bộ thực thi SAO 212b, và bộ thực thi ALF 212c. Bộ 

thực thi lọc giải khối 212a thực hiện xử lý lọc giải khối của ảnh được khôi phục. 

Bộ thực thi SAO 212b thực hiện xử lý SAO của ảnh được khôi phục sau khi 

được đưa vào xử lý lọc giải khối. Bộ thực thi ALF 212c thực hiện xử lý ALF của 

ảnh được khôi phục sau khi được đưa vào xử lý SAO. Cần lưu ý rằng bộ lọc 

vòng 212 không cần luôn bao gồm tất cả các thành phần cấu thành được bộc lộ 

trong FIG.77, và có thể bao gồm chỉ một phần của các thành phần cấu thành. 

Ngoài ra, bộ lọc vòng 212 có thể được có cấu trúc để thực hiện các xử lý nêu 

trên trong thứ tự xử lý khác với xử lý được bộc lộ trong FIG.77. 

[0545] 
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[Bộ nhớ khung] 

 Bộ nhớ khung 214, ví dụ, là bộ lưu trữ để lưu trữ các ảnh tham chiếu 

được sử dụng trong dự đoán liên đới, và cũng được gọi là bộ đệm khung. Cụ thể 

hơn, bộ nhớ khung 214 lưu trữ ảnh được khôi phục được lọc bởi bộ lọc vòng 

212. 

[0546] 

[Bộ dự đoán (bộ nội dự đoán, bộ dự đoán liên đới, bộ điều khiển dự đoán)] 

 FIG.78 là lưu đồ minh họa một ví dụ về xử lý được thực hiện bởi bộ dự 

đoán của bộ giải mã 200. Cần lưu ý rằng bộ thực thi dự đoán bao gồm tất cả 

hoặc một phần của các thành phần cấu thành sau đây: bộ nội dự đoán 216; bộ dự 

đoán liên đới 218; và bộ điều khiển dự đoán 220. Bộ thực thi dự đoán bao gồm, 

ví dụ, bộ nội dự đoán 216 và bộ dự đoán liên đới 218. 

[0547] 

 Bộ dự đoán tạo ra ảnh dự đoán của khối hiện tại (bước Sq_1). Ảnh dự 

đoán này cũng được gọi là tín hiệu dự đoán hoặc khối dự đoán. Cần lưu ý rằng 

tín hiệu dự đoán là, ví dụ, tín hiệu nội dự đoán hoặc tín hiệu dự đoán liên đới. 

Cụ thể hơn, bộ dự đoán tạo ra ảnh dự đoán của khối hiện tại nhờ sử dụng ảnh 

được khôi phục mà đã thu được đối với khối khác thông qua việc tạo ra ảnh dự 

đoán, việc khôi phục phần dư dự đoán, và việc cộng ảnh dự đoán. Bộ dự đoán 

của bộ giải mã 200 tạo ra ảnh dự đoán tương tự như ảnh dự đoán được tạo ra bởi 

bộ dự đoán của bộ mã hóa 100. Nói cách khác, các ảnh dự đoán được tạo ra theo 

phương pháp chung giữa các bộ dự đoán hoặc các phương pháp tương ứng. 

[0548] 

 Ảnh được khôi phục có thể là, ví dụ, ảnh trong ảnh tham chiếu, hoặc ảnh 

của khối được giải mã (tức là, khối khác được mô tả nêu trên) trong ảnh hiện tại 

mà là ảnh bao gồm khối hiện tại. Khối được giải mã trong ảnh hiện tại là, ví dụ, 

khối lân cận của khối hiện tại. 

[0549] 
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 FIG.79 là lưu đồ minh họa ví dụ xử lý khác được thực hiện bởi bộ dự 

đoán của bộ giải mã 200. 

[0550] 

 Bộ dự đoán xác định phương pháp hoặc chế độ tạo ra ảnh dự đoán (bước 

Sr_1). Ví dụ, phương pháp hoặc chế độ có thể được xác định dựa trên, ví dụ, 

tham số dự đoán, v.v. 

[0551] 

 Khi xác định phương pháp thứ nhất là chế độ tạo ra ảnh dự đoán, bộ dự 

đoán tạo ra ảnh dự đoán theo phương pháp thứ nhất (bước Sr_2a). Khi xác định 

phương pháp thứ hai là chế độ tạo ra ảnh dự đoán, bộ dự đoán tạo ra ảnh dự 

đoán theo phương pháp thứ hai (bước Sr_2b). Khi xác định phương pháp thứ ba 

là chế độ tạo ra ảnh dự đoán, bộ dự đoán tạo ra ảnh dự đoán theo phương pháp 

thứ ba (bước Sr_2c). 

[0552] 

 Phương pháp thứ nhất, phương pháp thứ hai, và phương pháp thứ ba có 

thể là các phương pháp khác nhau để tạo ra ảnh dự đoán. Mỗi phương pháp thứ 

nhất đến thứ ba có thể là phương pháp dự đoán liên đới, phương pháp nội dự 

đoán, hoặc phương pháp dự đoán khác. Ảnh được khôi phục nêu trên có thể 

được sử dụng trong các phương pháp dự đoán này. 

[0553] 

 FIG.80A và FIG.80B minh họa lưu đồ mà mà minh họa ví dụ xử lý khác 

được thực hiện bởi bộ dự đoán của bộ giải mã 200. 

[0554] 

 Bộ dự đoán có thể thực hiện xử lý dự đoán theo dòng xử lý được minh 

họa trong FIG.80A và FIG.80B như là một ví dụ. Cần lưu ý rằng việc sao chép 

nội khối được minh họa trong FIG.80A và FIG.80B là một chế độ mà thuộc về 

việc dự đoán liên đới, và trong đó khối được chứa trong ảnh hiện tại được gọi là 

ảnh tham chiếu hoặc khối tham chiếu. Nói cách khác, không có ảnh khác với 
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ảnh hiện tại được viện dẫn trong sao chép nội khối. Ngoài ra, chế độ PCM được 

minh họa trong FIG.80A là một chế độ mà thuộc về việc nội dự đoán, và trong 

đó không có việc biến đổi và lượng tử hóa được thực hiện. 

[0555] 

[Bộ dự đoán nội bộ] 

 Bộ nội dự đoán 216 thực hiện việc nội dự đoán bằng cách viện dẫn tới 

khối trong ảnh hiện tại được lưu trữ trong bộ nhớ khối 210, dựa trên chế độ nội 

dự đoán được phân tích từ dòng, để tạo ra ảnh dự đoán của khối hiện tại (tức là, 

ảnh nội dự đoán). Cụ thể hơn, bộ nội dự đoán 216 thực hiện việc nội dự đoán 

bằng cách viện dẫn tới các giá trị điểm ảnh (ví dụ, các giá trị độ chói và/hoặc sắc 

độ) của khối hoặc các khối mà lân cận khối hiện tại để tạo ra ảnh nội dự đoán, 

và sau đó xuất ra ảnh nội dự đoán tới bộ điều khiển dự đoán 220. 

[0556] 

 Cần lưu ý rằng khi chế độ nội dự đoán trong đó khối độ chói được viện 

dẫn tới trong việc nội dự đoán của khối sắc độ được lựa chọn, bộ nội dự đoán 

216 có thể dự đoán thành phần sắc độ của khối hiện tại dựa trên thành phần độ 

chói của khối hiện tại. 

[0557] 

 Ngoài ra, khi thông tin được phân tích từ dòng chỉ báo rằng PDPC cần 

được áp dụng, bộ nội dự đoán 216 hiệu chỉnh các giá trị điểm ảnh được nội dự 

đoán dựa trên các građien điểm ảnh tham chiếu theo chiều dọc/ngang. 

[0558] 

 FIG.81 là sơ đồ minh họa một ví dụ về xử lý được thực hiện bởi bộ nội 

dự đoán 216 của bộ giải mã 200. 

[0559] 

 Bộ dự đoán nội bộ 216 đầu tiên xác định rằng cờ MPM mà chỉ báo 1 có 

được hiện diện trong dòng hay không (bước Sw_11). Ở đây, khi xác định rằng 
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cờ MPM mà chỉ báo 1 được hiện diện (Có trong bước Sw_11), bộ nội dự đoán 

216 thu nhận, từ bộ giải mã entropy 202, thông tin mà chỉ báo chế độ nội dự 

đoán được lựa chọn trong bộ mã hóa 100 trong số các MPM (Bước Sw_12). Cần 

lưu ý rằng thông tin này được giải mã bởi bộ giải mã entropy 202 và được xuất 

ra tới bộ nội dự đoán 216. Tiếp theo, bộ dự đoán nội bộ 216 xác định MPM 

(bước Sw_13). Các MPM bao gồm, ví dụ, sáu chế độ nội dự đoán. Sau đó, bộ 

nội dự đoán 216 xác định chế độ nội dự đoán mà được chứa trong các chế độ nội 

dự đoán được chứa trong các MPM và được chỉ báo bởi thông tin thu được trong 

bước Sw_12 (bước Sw_14). 

[0560] 

 Khi xác định rằng không có cờ MPM mà chỉ báo 1 được hiện diện 

(Không trong bước Sw_11), bộ nội dự đoán 216 thu nhận thông tin mà chỉ báo 

chế độ nội dự đoán được lựa chọn trong bộ mã hóa 100 (bước Sw_15). Nói cách 

khác, bộ nội dự đoán 216 thu nhận, từ bộ giải mã entropy 202, thông tin mà chỉ 

báo chế độ nội dự đoán được lựa chọn trong bộ mã hóa 100 từ trong số ít nhất 

một chế độ nội dự đoán mà không được chứa trong các MPM. Cần lưu ý rằng 

thông tin này được giải mã bởi bộ giải mã entropy 202 và được xuất ra tới bộ 

nội dự đoán 216. Sau đó, bộ nội dự đoán 216 xác định chế độ nội dự đoán mà 

không được chứa trong các chế độ nội dự đoán được chứa trong các MPM và 

được chỉ báo bởi thông tin thu được trong bước Sw_15 (bước Sw_17). 

[0561] 

 Bộ nội dự đoán 216 tạo ra ảnh dự đoán theo chế độ nội dự đoán được 

xác định trong bước Sw_14 hoặc bước Sw_17 (bước Sw_18). 

[0562] 

[Bộ dự đoán liên đới] 

 Bộ dự đoán liên đới 218 dự đoán khối hiện tại bằng cách viện dẫn tới 

ảnh tham chiếu được lưu trữ trong bộ nhớ khung 214. Việc dự đoán được thực 

hiện trong các đơn vị của khối hiện tại hoặc khối con hiện tại trong khối hiện tại. 
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Cần lưu ý rằng khối con được chứa trong khối và là đơn vị nhỏ hơn khối. Kích 

cỡ của khối con có thể là 4×4 điểm ảnh, 8×8 điểm ảnh, hoặc kích cỡ khác. Kích 

cỡ của khối con có thể được chuyển đổi đối với đơn vị như lát, viên, ảnh, v.v. 

[0563] 

 Ví dụ, bộ dự đoán liên đới 218 tạo ra ảnh dự đoán liên đới của khối hiện 

tại hoặc khối con hiện tại bằng cách thực hiện việc bù chuyển động nhờ sử dụng 

thông tin chuyển động (ví dụ, MV) được phân tích từ dòng (ví dụ, tham số dự 

đoán được xuất ra từ bộ giải mã entropy 202), và xuất ra ảnh dự đoán liên đới 

tới bộ điều khiển dự đoán 220. 

[0564] 

 Khi thông tin được phân tích từ dòng chỉ báo rằng chế độ OBMC cần 

được áp dụng, bộ dự đoán liên đới 218 tạo ra ảnh dự đoán liên đới sử dụng 

thông tin chuyển động của khối lân cận ngoài thông tin chuyển động của khối 

hiện tại thu được thông qua ước lượng chuyển động. 

[0565] 

 Ngoài ra, khi thông tin được phân tích từ dòng chỉ báo rằng chế độ 

FRUC cần được áp dụng, bộ dự đoán liên đới 218 thu nhận thông tin chuyển 

động bằng cách thực hiện ước lượng chuyển động theo phương pháp so khớp 

mẫu (so khớp hai chiều hoặc so khớp khuôn mẫu) được phân tích từ dòng. Bộ 

dự đoán liên đới 218 sau đó thực hiện việc bù chuyển động (dự đoán) nhờ sử 

dụng thông tin chuyển động được thu nhận. 

[0566] 

 Ngoài ra, khi chế độ BIO cần được áp dụng, bộ dự đoán liên đới 218 thu 

được MV dựa trên mô hình mà giả định chuyển động tuyến tính đồng đều. 

Ngoài ra, khi thông tin được phân tích từ dòng chỉ báo rằng chế độ afin cần 

được áp dụng, bộ dự đoán liên đới 218 thu nhận MV đối với mỗi khối con, dựa 

trên các MV của các khối lân cận. 

[0567] 
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[Dòng xử lý thu nhận MV] 

 FIG.82 là lưu đồ minh họa một ví dụ về việc thu nhận MV trong bộ giải 

mã 200. 

[0568] 

 Bộ dự đoán liên đới 218 xác định, ví dụ, rằng có giải mã thông tin 

chuyển động (ví dụ, MV) hay không. Ví dụ, bộ dự đoán liên đới 218 có thể thực 

hiện việc xác định theo chế độ dự đoán được chứa trong dòng, hoặc có thể thực 

hiện việc xác định dựa trên thông tin khác được chứa trong dòng. Ở đây, khi xác 

định để giải mã thông tin chuyển động, bộ dự đoán liên đới 218 thu nhận MV 

đối với khối hiện tại trong chế độ trong đó thông tin chuyển động được giải mã. 

Khi xác định không giải mã thông tin chuyển động, bộ dự đoán liên đới 218 thu 

nhận MV trong chế độ trong đó không có thông tin chuyển động được giải mã. 

[0569] 

 Ở đây, các chế độ thu nhận MV bao gồm chế độ liên đới thường, chế độ 

hợp nhất thường, chế độ FRUC, chế độ afin, v.v. mà được mô tả sau đây. Các 

chế độ trong đó thông tin chuyển động được giải mã trong số các chế độ bao 

gồm chế độ liên đới thường, chế độ hợp nhất thường, chế độ afin (cụ thể, chế độ 

liên đới afin và chế độ hợp nhất afin), v.v. Cần lưu ý rằng thông tin chuyển động 

có thể bao gồm không chỉ MV mà còn thông tin lựa chọn bộ dự đoán MV mà 

được mô tả sau đây. Các chế độ trong đó không có thông tin chuyển động được 

giải mã bao gồm chế độ FRUC, v.v. bộ dự đoán liên đới 218 lựa chọn chế độ để 

thu nhận MV đối với khối hiện tại từ các chế độ, và thu nhận MV đối với khối 

hiện tại nhờ sử dụng chế độ được lựa chọn. 

[0570] 

 FIG.83 là lưu đồ minh họa ví dụ khác về việc thu nhận MV trong bộ giải 

mã 200. 

[0571] 

 Ví dụ, bộ dự đoán liên đới 218 có thể xác định rằng có giải mã hay 
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không độ chênh lệch MV, tức là ví dụ, có thể thực hiện việc xác định theo chế 

độ dự đoán được chứa trong dòng, hoặc có thể thực hiện việc xác định dựa trên 

thông tin khác được chứa trong dòng. Ở đây, khi xác định giải mã độ chênh lệch 

MV, bộ dự đoán liên đới 218 có thể thu nhận MV đối với khối hiện tại trong chế 

độ trong đó độ chênh lệch MV được giải mã. Trong trường hợp này, ví dụ, độ 

chênh lệch MV được chứa trong dòng được giải mã như là tham số dự đoán. 

[0572] 

 Khi xác định không giải mã bất kỳ độ chênh lệch MV, bộ dự đoán liên 

đới 218 thu nhận MV trong chế độ trong đó không có độ chênh lệch MV được 

giải mã. Trong trường hợp này, không có độ chênh lệch MV được mã hóa được 

chứa trong dòng. 

[0573] 

 Ở đây, như được mô tả nêu trên, các chế độ thu nhận MV bao gồm chế 

độ liên đới thường, chế độ hợp nhất thường, chế độ FRUC, chế độ afin, v.v. mà 

được mô tả sau đây. Các chế độ trong đó độ chênh lệch MV được mã hóa trong 

số các chế độ bao gồm chế độ liên đới thường, và chế độ afin (cụ thể, chế độ 

liên đới afin), v.v. Các chế độ trong đó không có độ chênh lệch MV được mã hóa 

bao gồm chế độ FRUC, chế độ hợp nhất thường, chế độ afin (cụ thể, chế độ hợp 

nhất afin), v.v. bộ dự đoán liên đới 218 lựa chọn chế độ để thu nhận MV đối với 

khối hiện tại từ các chế độ, và thu nhận MV đối với khối hiện tại nhờ sử dụng 

chế độ được lựa chọn. 

[0574] 

[Thu nhận MV > chế độ liên đới thường] 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng chế độ liên đới 

thường cần được áp dụng, bộ dự đoán liên đới 218 thu nhận MV dựa trên thông 

tin được phân tích từ dòng và thực hiện việc bù chuyển động (dự đoán) nhờ sử 

dụng MV. 

[0575] 
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 FIG.84 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ liên 

đới thường trong bộ giải mã 200. 

[0576] 

 Bộ dự đoán liên đới 218 của bộ giải mã 200 thực hiện việc bù chuyển 

động đối với mỗi khối. Lúc này, đầu tiên, bộ dự đoán liên đới 218 thu nhận các 

ứng viên MV đối với khối hiện tại dựa trên thông tin như các MV của các khối 

được giải mã theo thời gian hoặc không gian xung quanh khối hiện tại (bước 

Sg_11). Nói cách khác, bộ dự đoán liên đới 218 tạo ra danh sách ứng viên MV. 

[0577] 

 Tiếp theo, bộ dự đoán liên đới 218 tách N (số nguyên bằng 2 hoặc lớn 

hơn) ứng viên MV từ các ứng viên MV thu được trong bước Sg_11, như là các 

ứng viên bộ dự đoán vectơ chuyển động (cũng được gọi là các ứng viên bộ dự 

đoán MV) theo các hạng được xác định trước trong thứ tự ưu tiên (bước Sg_12). 

Lưu ý rằng các hạng trong thứ tự ưu tiên được xác định trước đối với N ứng viên 

bộ dự đoán MV tương ứng. 

[0578] 

 Tiếp theo, bộ dự đoán liên đới 218 giải mã thông tin lựa chọn bộ dự đoán 

MV từ dòng đầu vào, và lựa chọn một ứng viên bộ dự đoán MV từ N ứng viên 

bộ dự đoán MV như là bộ dự đoán MV đối với khối hiện tại sử dụng thông tin 

lựa chọn bộ dự đoán MV được giải mã (bước Sg_13). 

[0579] 

 Tiếp theo, bộ dự đoán liên đới 218 giải mã độ chênh lệch MV từ dòng 

đầu vào, và thu nhận MV đối với khối hiện tại bằng cách cộng giá trị chênh lệch 

mà là độ chênh lệch MV được giải mã và bộ dự đoán MV được lựa chọn (bước 

Sg_14). 

[0580] 

 Cuối cùng, bộ dự đoán liên đới 218 tạo ra ảnh dự đoán đối với khối hiện 

tại bằng cách thực hiện việc bù chuyển động của khối hiện tại nhờ sử dụng MV 
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được thu nhận và ảnh tham chiếu được giải mã (bước Sg_15). Các xử lý trong 

các bước Sg_11 đến Sg_15 được thực thi trên mỗi khối. Ví dụ, khi các xử lý 

trong các bước Sg_11 đến Sg_15 được thực thi trên mỗi tất cả khối trong lát, 

việc dự đoán liên đới của lát mà sử dụng chế độ liên đới thường hoàn thành. Ví 

dụ, khi các xử lý trong các bước Sg_11 đến Sg_15 được thực thi trên mỗi tất cả 

các khối trong ảnh, việc dự đoán liên đới của ảnh sử dụng chế độ liên đới 

thường hoàn thành. Cần lưu ý rằng không phải tất cả các khối được chứa trong 

lát có thể được đưa vào xử lý trong các Sg_11 đến Sg_15, và việc dự đoán liên 

đới của lát sử dụng chế độ liên đới thường có thể hoàn thành khi một phần của 

các khối được đưa vào các xử lý. Tương tự, việc dự đoán liên đới của ảnh sử 

dụng chế độ liên đới thường có thể hoàn thành khi các xử lý trong các bước 

Sg_11 đến Sg_15 được thực thi trên một phần của các khối trong ảnh. 

[0581] 

[Thu nhận MV > chế độ hợp nhất thường] 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng chế độ hợp nhất 

thường cần được áp dụng, bộ dự đoán liên đới 218 thu nhận MV và thực hiện 

việc bù chuyển động (dự đoán) nhờ sử dụng MV. 

[0582] 

 FIG.85 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ hợp 

nhất thường trong bộ giải mã 200. 

[0583] 

 Lúc này, đầu tiên, bộ dự đoán liên đới 218 thu nhận các ứng viên MV 

đối với khối hiện tại dựa trên thông tin như các MV của các khối được giải mã 

theo thời gian hoặc không gian xung quanh khối hiện tại (bước Sh_11). Nói cách 

khác, bộ dự đoán liên đới 218 tạo ra danh sách ứng viên MV. 

[0584] 

 Tiếp theo, bộ dự đoán liên đới 218 lựa chọn một ứng viên MV ừ các ứng 

viên MV thu được trong bước Sh_11, nhờ đó thu nhận MV của khối hiện tại 
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(bước Sh_12). Cụ thể hơn, bộ dự đoán liên đới 218 thu nhận thông tin lựa chọn 

MV được bao gồm như là tham số dự đoán trong dòng, và lựa chọn ứng viên 

MV được nhận dạng bởi thông tin lựa chọn MV như là MV đối với khối hiện tại. 

[0585] 

 Cuối cùng, bộ dự đoán liên đới 218 tạo ra ảnh dự đoán đối với khối hiện 

tại bằng cách thực hiện việc bù chuyển động của khối hiện tại nhờ sử dụng MV 

được thu nhận và ảnh tham chiếu được giải mã (bước Sh_13). Các xử lý trong 

các bước Sh_11 đến Sh_13 được thực thi, ví dụ, trên mỗi khối. Ví dụ, khi các xử 

lý trong các bước Sh_11 đến Sh_13 được thực thi trên mỗi tất cả khối trong lát, 

việc dự đoán liên đới của lát sử dụng chế độ hợp nhất thường hoàn thành. Ngoài 

ra, khi các xử lý trong các bước Sh_11 đến Sh_13 được thực thi trên mỗi tất cả 

các khối trong ảnh, việc dự đoán liên đới của ảnh sử dụng chế độ hợp nhất 

thường hoàn thành. Cần lưu ý rằng không phải tất cả các khối được chứa trong 

lát được đưa vào xử lý trong các Sh_11 đến Sh_13, và việc dự đoán liên đới của 

lát sử dụng chế độ hợp nhất thường có thể hoàn thành khi một phần của các khối 

được đưa vào các xử lý. Tương tự, việc dự đoán liên đới của ảnh sử dụng chế độ 

hợp nhất thường có thể hoàn thành khi các xử lý trong các bước Sh_11 đến 

Sh_13 được thực thi trên một phần của các khối trong ảnh. 

[0586] 

[Thu nhận MV > chế độ FRUC] 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng chế độ FRUC 

cần được áp dụng, bộ dự đoán liên đới 218 thu nhận MV trong chế độ FRUC và 

thực hiện việc bù chuyển động (dự đoán) nhờ sử dụng MV. Trong trường hợp 

này, thông tin chuyển động được thu nhận tại phía bộ giải mã 200 mà không 

được báo hiệu từ phía bộ mã hóa 100. Ví dụ, bộ giải mã 200 có thể thu nhận 

thông tin chuyển động bằng cách thực hiện ước lượng chuyển động. Trong 

trường hợp này, bộ giải mã 200 thực hiện ước lượng chuyển động mà không sử 

dụng bất kỳ giá trị điểm ảnh trong khối hiện tại. 
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[0587] 

 FIG.86 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ 

FRUC trong bộ giải mã 200. 

[0588] 

 Đầu tiên, bộ dự đoán liên đới 218 tạo ra danh sách mà chỉ báo các MV 

của các khối được giải mã theo không gian hoặc thời gian lân cận khối hiện tại 

bằng cách viện dẫn tới các MV như là các ứng viên MV (danh sách này là danh 

sách ứng viên MV, và có thể cũng được sử dụng như là danh sách ứng viên MV 

đối với chế độ hợp nhất thường (bước Si_11). Tiếp theo, ứng viên MV tốt nhất 

được lựa chọn từ các ứng viên MV được ghi trong danh sách ứng viên MV 

(bước Si_12). Ví dụ, bộ dự đoán liên đới 218 tính toán giá trị đánh giá của mỗi 

ứng viên MV được chứa trong danh sách ứng viên MV, và lựa chọn một trong số 

các ứng viên MV như là ứng viên MV tốt nhất dựa trên các giá trị đánh giá. Dựa 

trên ứng viên MV tốt nhất được lựa chọn, sau đó bộ dự đoán liên đới 218 thu 

nhận MV đối với khối hiện tại (bước Si_14). Cụ thể hơn, ví dụ, ứng viên MV tốt 

nhất được lựa chọn được thu nhận trực tiếp như là MV đối với khối hiện tại. 

Ngoài ra, ví dụ, MV đối với khối hiện tại có thể được thu nhận nhờ sử dụng so 

khớp mẫu trong vùng xung quanh của vị trí mà được chứa trong ảnh tham chiếu 

và tương ứng với ứng viên MV tốt nhất được lựa chọn. Nói cách khác, việc ước 

lượng sử dụng so khớp khuôn mẫu trong ảnh tham chiếu và các giá trị đánh giá 

có thể được thực hiện trong vùng xung quanh của ứng viên MV tốt nhất, và khi 

có MV mà có giá trị đánh giá tốt hơn, ứng viên MV tốt nhất có thể được cập 

nhật thành MV mà có giá trị đánh giá tốt hơn, và MV được cập nhật có thể được 

xác định như là MV cuối cùng đối với khối hiện tại. Việc cập nhật thành MV mà 

thu được giá trị đánh giá tốt hơn có thể không được thực hiện. 

[0589] 

 Cuối cùng, bộ dự đoán liên đới 218 tạo ra ảnh dự đoán đối với khối hiện 

tại bằng cách thực hiện việc bù chuyển động của khối hiện tại nhờ sử dụng MV 

được thu nhận và ảnh tham chiếu được giải mã (bước Si_15). Các xử lý trong 
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các bước Si_11 đến Si_15 được thực thi, ví dụ, trên mỗi khối. Ví dụ, khi các xử 

lý trong các bước Si_11 đến Si_15 được thực thi trên mỗi tất cả các khối trong 

lát, việc dự đoán liên đới của lát sử dụng chế độ FRUC hoàn thành. Ví dụ, khi 

các xử lý trong các bước Si_11 đến Si_15 được thực thi trên mỗi tất cả các khối 

trong ảnh, việc dự đoán liên đới của ảnh sử dụng chế độ FRUC hoàn thành. Mỗi 

khối con có thể được xử lý tương tự như trường hợp xử lý của mỗi khối nêu 

trên. 

[0590] 

[Thu nhận MV > Chế độ hợp nhất afin 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng chế độ hợp nhất 

afin cần được áp dụng, bộ dự đoán liên đới 218 thu nhận MV trong chế độ hợp 

nhất afin và thực hiện việc bù chuyển động (dự đoán) nhờ sử dụng MV. 

[0591] 

 FIG.87 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ hợp 

nhất afin trong bộ giải mã 200. 

[0592] 

 Trong chế độ hợp nhất afin, đầu tiên, bộ dự đoán liên đới 218 thu nhận 

các MV tại các điểm điều khiển tương ứng đối với khối hiện tại (bước Sk_11). 

Các điểm điều khiển là điểm góc phía trên-bên trái của khối hiện tại và điểm góc 

phía trên-bên phải của khối hiện tại như được minh họa trong FIG.46A, hoặc 

điểm góc phía trên-bên trái của khối hiện tại, điểm góc phía trên-bên phải của 

khối hiện tại, và điểm góc phía dưới-bên trái của khối hiện tại như được minh 

họa trong FIG.46B. 

[0593] 

 Ví dụ, khi các phương pháp thu nhận MV được minh họa trong các 

Fig.47A đến Fig.47C được sử dụng, như được minh họa trong FIG.47A, bộ dự 

đoán liên đới 218 kiểm tra khối A (bên trái), khối B (phía trên), khối C (phía 

trên-bên phải), khối D (phía dưới-bên trái), và khối E (phía trên-bên trái) được 
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giải mã trong thứ tự này, và nhận dạng khối có hiệu lực thứ nhất được giải mã 

theo chế độ afin. 

[0594] 

 Bộ dự đoán liên đới 218 thu nhận MV tại điểm điều khiển sử dụng khối 

có hiệu lực thứ nhất được nhận dạng được giải mã theo chế độ afin. Ví dụ, khi 

khối A được nhận dạng và khối A có hai điểm điều khiển, như được minh họa 

trong FIG.47B, bộ dự đoán liên đới 218 tính toán vectơ chuyển động v0 tại điểm 

điều khiển góc phía trên-bên trái của khối hiện tại và vectơ chuyển động v1 tại 

điểm điều khiển góc phía trên-bên phải của khối hiện tại bằng cách chiếu các 

vectơ chuyển động v3 và v4 tại góc phía trên-bên trái và góc phía trên-bên phải 

của khối được giải mã bao gồm khối A lên trên khối hiện tại. Theo cách này, MV 

tại mỗi điểm điều khiển được thu nhận. 

[0595] 

 Cần lưu ý rằng, như được minh họa trong FIG.49A, các MV tại ba điểm 

điều khiển có thể được tính toán khi khối A được nhận dạng và khối A có hai 

điểm điều khiển, và như được minh họa trong FIG.49B, các MV tại hai điểm 

điều khiển có thể được tính toán khi khối A được nhận dạng và khi khối A có ba 

điểm điều khiển. 

[0596] 

 Ngoài ra, khi thông tin lựa chọn MV được bao gồm như là tham số dự 

đoán trong dòng, bộ dự đoán liên đới 218 có thể thu nhận MV tại mỗi điểm điều 

khiển đối với khối hiện tại nhờ sử dụng thông tin lựa chọn MV. 

[0597] 

 Tiếp theo, bộ dự đoán liên đới 218 thực hiện việc bù chuyển động của 

mỗi khối con được chứa trong khối hiện tại. Nói cách khác, bộ dự đoán liên đới 

218 tính toán MV đối với mỗi khối con như là MV afin, nhờ sử dụng hai vectơ 

chuyển động v0 và v1 và biểu thức (1A) nêu trên hoặc ba vectơ chuyển động v0, 

v1, và v2 và biểu thức (1B) nêu trên (bước Sk_12). Sau đó, bộ dự đoán liên đới 
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218 thực hiện việc bù chuyển động của các khối con sử dụng các MV afin này 

và các ảnh tham chiếu được giải mã (bước Sk_13). Khi các xử lý trong các bước 

Sk_12 và Sk_13 được thực thi đối với mỗi khối con được chứa trong khối hiện 

tại, việc dự đoán liên đới nhờ sử dụng chế độ hợp nhất afin đối với khối hiện tại 

hoàn thành. Nói cách khác, việc bù chuyển động của khối hiện tại được thực 

hiện để tạo ra ảnh dự đoán của khối hiện tại. 

[0598] 

 Cần lưu ý rằng danh sách ứng viên MV nêu trên có thể được tạo ra trong 

bước Sk_11. Danh sách ứng viên MV có thể là, ví dụ, danh sách bao gồm các 

ứng viên MV thu được nhờ sử dụng các phương pháp thu nhận MV đối với mỗi 

điểm điều khiển. Các phương pháp thu nhận MV có thể là bất kỳ kết hợp của 

các phương pháp thu nhận MV được minh họa trong các Fig.47A đến Fig.47C, 

các phương pháp thu nhận MV được minh họa trong các Fig.48A và Fig.48B, 

các phương pháp thu nhận MV được minh họa trong các Fig.49A và Fig.49B, và 

các phương pháp thu nhận MV khác. 

[0599] 

 Cần lưu ý rằng danh sách ứng viên MV có thể bao gồm các ứng viên 

MV trong chế độ trong đó việc dự đoán được thực hiện trong các đơn vị của 

khối con, ngoài chế độ afin. 

[0600] 

 Cần lưu ý rằng, ví dụ, danh sách ứng viên MV bao gồm các ứng viên 

MV trong chế độ hợp nhất afin trong đó hai điểm điều khiển được sử dụng và 

chế độ hợp nhất afin trong đó ba điểm điều khiển được sử dụng có thể được tạo 

ra như là danh sách ứng viên MV. Ngoài ra, danh sách ứng viên MV bao gồm 

các ứng viên MV trong chế độ hợp nhất afin trong đó hai điểm điều khiển được 

sử dụng và danh sách ứng viên MV bao gồm các ứng viên MV trong chế độ hợp 

nhất afin trong đó ba điểm điều khiển được sử dụng có thể được tạo ra một cách 

riêng biệt. Ngoài ra, danh sách ứng viên MV bao gồm các ứng viên MV trong 
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một trong số chế độ hợp nhất afin trong đó hai điểm điều khiển được sử dụng và 

chế độ hợp nhất afin trong đó ba điểm điều khiển được sử dụng có thể được tạo 

ra. 

[0601] 

[Thu nhận MV > chế độ liên đới afin] 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng chế độ liên đới 

afin cần được áp dụng, bộ dự đoán liên đới 218 thu nhận MV trong chế độ liên 

đới afin và thực hiện việc bù chuyển động (dự đoán) nhờ sử dụng MV. 

[0602] 

 FIG.87 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ liên 

đới afin trong bộ giải mã 200. 

[0603] 

 Trong chế độ liên đới afin, đầu tiên, bộ dự đoán liên đới 218 thu nhận 

các bộ dự đoán liên đới MV (v0, v1) hoặc (v0, v1, v2) của hai hoặc ba điểm điều 

khiển tương ứng đối với khối hiện tại (bước Sj_11). Các điểm điều khiển là 

điểm góc phía trên-bên trái của khối hiện tại, điểm góc phía trên-bên phải của 

khối hiện tại, và điểm góc phía dưới-bên trái của khối hiện tại như được minh 

họa trong FIG.46A hoặc FIG.46B. 

[0604] 

 Bộ dự đoán liên đới 218 thu nhận thông tin lựa chọn bộ dự đoán MV 

được bao gồm như là tham số dự đoán trong dòng, và thu nhận bộ dự đoán MV 

tại mỗi điểm điều khiển đối với khối hiện tại nhờ sử dụng MV được nhận dạng 

bởi thông tin lựa chọn bộ dự đoán MV. Ví dụ, khi các phương pháp thu nhận 

MV được minh họa trong các Fig.48A và Fig.48B được sử dụng, bộ dự đoán 

liên đới 218 thu nhận các bộ dự đoán vectơ chuyển động (v0, v1) hoặc (v0, v1, v2) 

tại các điểm điều khiển đối với khối hiện tại bằng cách lựa chọn MV của khối 

được nhận dạng bởi thông tin lựa chọn bộ dự đoán MV trong số các khối được 

mã hóa trong lân cận của các điểm điều khiển tương ứng đối với khối hiện tại 
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được minh họa trong FIG.48A hoặc FIG.48B. 

[0605] 

 Tiếp theo, bộ dự đoán liên đới 218 thu nhận mỗi độ chênh lệch MV được 

bao gồm như là tham số dự đoán trong dòng, và cộng bộ dự đoán MV tại mỗi 

điểm điều khiển đối với khối hiện tại và độ chênh lệch MV tương ứng với bộ dự 

đoán MV (bước Sj_12). Theo cách này, MV tại mỗi điểm điều khiển đối với 

khối hiện tại được thu nhận. 

[0606] 

 Tiếp theo, bộ dự đoán liên đới 218 thực hiện việc bù chuyển động của 

mỗi khối con được chứa trong khối hiện tại. Nói cách khác, bộ dự đoán liên đới 

218 tính toán MV đối với mỗi khối con như là MV afin, nhờ sử dụng hai vectơ 

chuyển động v0 và v1 và biểu thức (1A) nêu trên hoặc ba vectơ chuyển động v0, 

v1, và v2 và biểu thức (1B) nêu trên (bước Sj_13). Sau đó, bộ dự đoán liên đới 

218 thực hiện việc bù chuyển động của các khối con sử dụng các MV afin này 

và các ảnh tham chiếu được giải mã (bước Sj_14). Khi các xử lý trong các bước 

Sj_13 và Sj_14 được thực thi đối với mỗi khối con được chứa trong khối hiện tại, 

việc dự đoán liên đới nhờ sử dụng chế độ hợp nhất afin đối với khối hiện tại 

hoàn thành. Nói cách khác, việc bù chuyển động của khối hiện tại được thực 

hiện để tạo ra ảnh dự đoán của khối hiện tại. 

[0607] 

 Cần lưu ý rằng danh sách ứng viên MV nêu trên có thể được tạo ra trong 

bước Sj_11 như trong bước Sk_11. 

[0608] 

[Thu nhận MV > chế độ tam giác] 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng chế độ tam giác 

cần được áp dụng, bộ dự đoán liên đới 218 thu nhận MV trong chế độ tam giác 

và thực hiện việc bù chuyển động (dự đoán) nhờ sử dụng MV. 

[0609] 
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 FIG.89 là lưu đồ minh họa ví dụ về việc dự đoán liên đới bởi chế độ tam 

giác trong bộ giải mã 200. 

[0610] 

 Đầu tiên, trong chế độ tam giác, bộ dự đoán liên đới 218 phân chia khối 

hiện tại thành phân vùng thứ nhất và phân vùng thứ hai (bước Sx_11). Lúc này, 

bộ dự đoán liên đới 218 có thể thu nhận, từ dòng, thông tin phân chia mà là 

thông tin liên quan đến việc phân chia như là tham số dự đoán. Sau đó, bộ dự 

đoán liên đới 218 có thể phân chia khối hiện tại thành phân vùng thứ nhất và 

phân vùng thứ hai theo thông tin phân vùng. 

[0611] 

 Tiếp theo, đầu tiên, bộ dự đoán liên đới 218 thu nhận các ứng viên MV 

đối với khối hiện tại dựa trên thông tin như các MV của các khối được giải mã 

theo thời gian hoặc không gian xung quanh khối hiện tại (bước Sx_12). Nói 

cách khác, bộ dự đoán liên đới 218 tạo ra danh sách ứng viên MV. 

[0612] 

 Sau đó, bộ dự đoán liên đới 218 lựa chọn ứng viên MV đối với phân 

vùng thứ nhất và ứng viên MV đối với phân vùng thứ hai như là MV thứ nhất và 

MV thứ hai, một cách lần lượt, từ các ứng viên MV thu được trong bước Sx_11 

(bước Sx_13). Lúc này, bộ dự đoán liên đới 218 có thể thu nhận từ dòng, thông 

tin lựa chọn MV để nhận dạng mỗi ứng viên MV được lựa chọn như là tham số 

dự đoán. Sau đó, bộ dự đoán liên đới 218 có thể lựa chọn MV thứ nhất và MV 

thứ hai theo thông tin lựa chọn MV. 

[0613] 

 Tiếp theo, bộ dự đoán liên đới 218 tạo ra ảnh dự đoán thứ nhất bằng cách 

thực hiện việc bù chuyển động nhờ sử dụng MV thứ nhất được lựa chọn và ảnh 

tham chiếu được giải mã (bước Sx_14). Tương tự, bộ dự đoán liên đới 218 tạo 

ra ảnh dự đoán thứ hai bằng cách thực hiện việc bù chuyển động nhờ sử dụng 

MV thứ hai được lựa chọn và ảnh tham chiếu được giải mã (bước Sx_15). 
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[0614] 

 Cuối cùng, bộ dự đoán liên đới 218 tạo ra ảnh dự đoán đối với khối hiện 

tại bằng cách thực hiện việc cộng có trọng số của ảnh dự đoán thứ nhất và ảnh 

dự đoán thứ hai (bước Sx_16). 

[0615] 

[Ước lượng chuyển động > DMVR] 

 Ví dụ, thông tin được phân tích từ dòng chỉ báo rằng DMVR cần được 

áp dụng, bộ dự đoán liên đới 218 thực hiện ước lượng chuyển động nhờ sử dụng 

DMVR. 

[0616] 

 FIG.90 là lưu đồ minh họa ví dụ về việc ước lượng chuyển động bởi 

DMVR trong bộ giải mã 200. 

[0617] 

 Bộ dự đoán liên đới 218 thu nhận MV đối với khối hiện tại theo chế độ 

hợp nhất (bước Sl_11). Tiếp theo, bộ dự đoán liên đới 218 thu nhận MV cuối 

cùng đối với khối hiện tại bằng cách tìm kiếm vùng xung quanh ảnh tham chiếu 

được chỉ báo bởi MV được thu nhận trong Sl_11 (bước Sl_12). Nói cách khác, 

MV của khối hiện tại được xác định theo DMVR. 

[0618] 

 FIG.91 là lưu đồ minh họa ví dụ cụ thể về việc ước lượng chuyển động 

bởi DMVR trong bộ giải mã 200. 

[0619] 

 Đầu tiên, trong bước 1 được minh họa trên Fig.58A, bộ dự đoán liên đới 

218 tính toán giá trị giữa vị trí tìm kiếm (cũng được gọi là điểm bắt đầu) được 

chỉ báo bởi MV khởi tạo và tám vị trí tìm kiếm xung quanh. Sau đó, bộ dự đoán 

liên đới 218 xác định rằng giá trị tại mỗi vị trí tìm kiếm khác ngoài điểm bắt đầu 

có phải là nhỏ nhất hay không. Ở đây, khi xác định rằng giá trị tại một trong số 
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các vị trí tìm kiếm khác ngoài điểm bắt đầu là nhỏ nhất, bộ dự đoán liên đới 218 

thay đổi đích tới vị trí tìm kiếm mà tại đó giá trị nhỏ nhất được thu nhận, và thực 

hiện xử lý trong bước 2 được minh họa trên FIG.58A. Khi giá trị tại điểm bắt 

đầu là nhỏ nhất, bộ dự đoán liên đới 218 bỏ qua xử lý trong bước 2 được minh 

họa trên FIG.58A và thực hiện xử lý trong bước 3. 

[0620] 

 Trong bước 2 được minh họa trong FIG.58A, bộ dự đoán liên đới 218 

thực hiện việc tìm kiếm tương tự xử lý trong bước 1, mà xem xét vị trí tìm kiếm 

sau khi thay đổi đích như là điểm bắt đầu mới theo kết quả của xử lý trong bước 

1. Sau đó, bộ dự đoán liên đới 218 xác định rằng giá trị tại mỗi vị trí tìm kiếm 

khác ngoài điểm bắt đầu có phải là nhỏ nhất hay không. Ở đây, khi xác định 

rằng giá trị tại một trong số các vị trí tìm kiếm khác ngoài điểm bắt đầu là nhỏ 

nhất, bộ dự đoán liên đới 218 thực hiện xử lý trong bước 4. Khi giá trị tại điểm 

bắt đầu là nhỏ nhất, bộ dự đoán liên đới 218 thực hiện xử lý trong bước 3. 

[0621] 

 Trong bước 4, bộ dự đoán liên đới 218 xem xét vị trí tìm kiếm tại điểm 

bắt đầu như là vị trí tìm kiếm cuối cùng, và xác định độ chênh lệch giữa vị trí 

được chỉ báo bởi MV khởi tạo và vị trí tìm kiếm cuối cùng là độ chênh lệch 

vectơ. 

[0622] 

 Trong bước 3 được minh họa trên FIG.58A, bộ dự đoán liên đới 218 xác 

định vị trí điểm ảnh tại độ chính xác điểm ảnh con mà tại đó giá trị nhỏ nhất 

được thu nhận, dựa trên các giá trị tại bốn điểm nằm tại các vị trí phía trên, phía 

dưới, bên trái, và bên phải so với điểm bắt đầu trong bước 1 hoặc bước 2, và 

xem xét vị trí điểm ảnh như là vị trí tìm kiếm cuối cùng. Vị trí điểm ảnh tại độ 

chính xác điểm ảnh con được xác định bằng cách thực hiện việc cộng có trọng 

số của mỗi bốn vectơ phía trên, phía dưới, bên trái, và bên phải ((0, 1), (0, -1), 

(-1, 0), và (1, 0)), sử dụng, như là trọng số, giá trị tại một trong số bốn vị trí tìm 
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kiếm tương ứng. Sau đó, bộ dự đoán liên đới 218 xác định độ chênh lệch giữa vị 

trí được chỉ báo bởi MV khởi tạo và vị trí tìm kiếm cuối cùng là độ chênh lệch 

vectơ. 

[0623] 

[Bù chuyển động > BIO/OBMC/LIC] 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng việc hiệu chỉnh 

ảnh dự đoán cần được thực hiện, sau khi tạo ra ảnh dự đoán, bộ dự đoán liên đới 

218 hiệu chỉnh ảnh dự đoán dựa trên chế độ đối với hiệu chỉnh. Chế độ này là, ví 

dụ, một trong số BIO, OBMC, và LIC được mô tả nêu trên. 

[0624] 

 FIG.92 là lưu đồ minh họa một ví dụ về việc tạo ra ảnh dự đoán trong bộ 

giải mã 200. 

[0625] 

 Bộ dự đoán liên đới 218 tạo ra ảnh dự đoán (bước Sm_11), và hiệu chỉnh 

ảnh dự đoán theo bất kỳ chế độ được mô tả nêu trên (bước Sm_12). 

[0626] 

 FIG.93 là lưu đồ minh họa ví dụ khác về việc tạo ra ảnh dự đoán trong 

bộ giải mã 200. 

[0627] 

 Bộ dự đoán liên đới 218 thu nhận MV đối với khối hiện tại (bước Sn_11). 

Tiếp theo, bộ dự đoán liên đới 218 tạo ra ảnh dự đoán nhờ sử dụng MV (bước 

Sn_12), và xác định rằng có thực hiện xử lý hiệu chỉnh hay không (bước Sn_13). 

Ví dụ, bộ dự đoán liên đới 218 thu nhận tham số dự đoán được chứa trong dòng, 

và xác định rằng có thực hiện xử lý hiệu chỉnh dựa trên tham số dự đoán hay 

không. Tham số dự đoán này là, ví dụ, cờ mà chỉ báo rằng mỗi chế độ nêu trên 

có cần được áp dụng hay không. Ở đây, khi xác định thực hiện xử lý hiệu chỉnh 

(Có trong bước Sn_13), bộ dự đoán liên đới 218 tạo ra ảnh dự đoán cuối cùng 
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bằng cách hiệu chỉnh ảnh dự đoán (bước Sn_14). Lưu ý rằng, trong LIC, độ chói 

và sắc độ của ảnh dự đoán có thể được hiệu chỉnh trong bước Sn_14. Khi xác 

định không thực hiện xử lý hiệu chỉnh (Không trong bước Sn_13), bộ dự đoán 

liên đới 218 xuất ra ảnh dự đoán cuối cùng mà không hiệu chỉnh ảnh dự đoán 

(bước Sn_15). 

[0628] 

[Bù chuyển động > OBMC] 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng OBMC cần 

được thực hiện, sau khi tạo ra ảnh dự đoán, bộ dự đoán liên đới 218 hiệu chỉnh 

ảnh dự đoán theo OBMC. 

[0629] 

 FIG.94 là lưu đồ minh họa ví dụ về việc hiệu chỉnh ảnh dự đoán bởi 

OBMC trong bộ giải mã 200. Cần lưu ý rằng lưu đồ trong FIG.94 chỉ báo dòng 

xử lý hiệu chỉnh ảnh dự đoán nhờ sử dụng ảnh hiện tại và ảnh tham chiếu được 

minh họa trong FIG.62. 

[0630] 

 Đầu tiên, như được minh họa trong FIG.62, bộ dự đoán liên đới 218 thu 

nhận ảnh dự đoán (Pred) bằng cách bù chuyển động thường nhờ sử dụng MV 

được gán tới khối hiện tại. 

[0631] 

 Tiếp theo, bộ dự đoán liên đới 218 thu nhận ảnh dự đoán (Pred_L) bằng 

cách áp dụng vectơ chuyển động (MV_L) mà đã được thu nhận đối với đối với 

khối được giải mã lân cận bên trái của khối hiện tại tới khối hiện tại (tái sử dụng 

vectơ chuyển động đối với khối hiện tại). Bộ dự đoán liên đới 218 sau đó thực 

hiện việc hiệu chỉnh thứ nhất của ảnh dự đoán bằng cách xếp chồng hai ảnh dự 

đoán Pred và Pred_L. Điều này mang lại hiệu quả trộn lẫn biên giữa các khối lân 

cận. 

[0632] 
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 Tương tự, bộ dự đoán liên đới 218 thu nhận ảnh dự đoán (Pred_U) bằng 

cách áp dụng MV (MV_U) mà đã được thu nhận đối với khối được giải mã lân 

cận phía trên khối hiện tại tới khối hiện tại (tái sử dụng vectơ chuyển động đối 

với khối hiện tại). Sau đó, bộ dự đoán liên đới 218 thực hiện việc hiệu chỉnh thứ 

hai của ảnh dự đoán bằng cách xếp chồng ảnh dự đoán Pred_U tới các ảnh dự 

đoán (ví dụ, Pred và Pred_L) mà trên đó việc hiệu chỉnh thứ nhất đã được thực 

hiện. Điều này mang lại hiệu quả trộn lẫn biên giữa các khối lân cận. Ảnh dự 

đoán thu được bởi việc hiệu chỉnh thứ hai là ảnh trong đó biên giữa các khối lân 

cận đã được trộn (được san bằng), và do đó là ảnh dự đoán cuối cùng của khối 

hiện tại. 

[0633] 

[Bù chuyển động > BIO] 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng BIO cần được 

thực hiện, sau khi tạo ra ảnh dự đoán, bộ dự đoán liên đới 218 hiệu chỉnh ảnh dự 

đoán theo BIO. 

[0634] 

 FIG.95 là lưu đồ minh họa ví dụ về việc hiệu chỉnh ảnh dự đoán bởi BIO 

trong bộ giải mã 200. 

[0635] 

 Như được minh họa trong FIG.63, bộ dự đoán liên đới 218 thu nhận hai 

vectơ chuyển động (M0, M1), nhờ sử dụng hai ảnh tham chiếu (Ref0, Ref1) khác 

với ảnh (Cur Pic) bao gồm khối hiện tại. Sau đó, bộ dự đoán liên đới 218 thu 

nhận ảnh dự đoán đối với khối hiện tại nhờ sử dụng hai vectơ chuyển động (M0, 

M1) (bước Sy_11). Lưu ý rằng vectơ chuyển động M0 là vectơ chuyển động 

(MVx0, MVy0) tương ứng với ảnh tham chiếu Ref0, và vectơ chuyển động M1 là 

vectơ chuyển động (MVx1, MVy1) tương ứng với ảnh tham chiếu Ref1. 

[0636] 

 Tiếp theo, bộ dự đoán liên đới 218 thu nhận ảnh được nội suy I0 đối với 
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khối hiện tại nhờ sử dụng vectơ chuyển động M0 và ảnh tham chiếu L0. Ngoài 

ra, bộ dự đoán liên đới 218 thu nhận ảnh được nội suy I1 đối với khối hiện tại 

nhờ sử dụng vectơ chuyển động M1 và ảnh tham chiếu L1 (bước Sy_12). Ở đây, 

ảnh được nội suy I0 là ảnh được chứa trong ảnh tham chiếu Ref0 và được thu 

nhận đối với khối hiện tại, và ảnh được nội suy I1 là ảnh được chứa trong ảnh 

tham chiếu Ref1 và được thu nhận đối với khối hiện tại. Mỗi ảnh được nội suy I0 

và ảnh được nội suy I1 có thể có cùng kích cỡ như khối hiện tại. Ngoài ra, mỗi 

ảnh được nội suy I0 và ảnh được nội suy I1 có thể là ảnh lớn hơn khối hiện tại. 

Ngoài ra, ảnh được nội suy I0 và ảnh được nội suy I1 có thể bao gồm ảnh dự 

đoán thu được bằng cách sử dụng các vectơ chuyển động (M0, M1) và các ảnh 

tham chiếu (L0, L1) và áp dụng bộ lọc bù chuyển động. 

[0637] 

 Ngoài ra, bộ dự đoán liên đới 218 thu nhận các ảnh građien (Ix0, Ix1, Iy0, 

Iy1) của khối hiện tại, từ ảnh được nội suy I0 và ảnh được nội suy I1 (bước 

Sy_13). Cần lưu ý rằng các ảnh građien trong chiều ngang là (Ix0, Ix1), và các 

ảnh građien trong chiều dọc là (Iy0, Iy1). Bộ dự đoán liên đới 218 có thể thu 

nhận các ảnh građien bằng cách, ví dụ, áp dụng lọc građien tới các ảnh được nội 

suy. Các ảnh građien có thể các ảnh mà mỗi chúng chỉ báo lượng thay đổi không 

gian trong giá trị điểm ảnh theo chiều ngang hoặc lượng thay đổi không gian 

trong giá trị điểm ảnh theo chiều dọc. 

[0638] 

 Tiếp theo, bộ dự đoán liên đới 218 thu nhận, đối với mỗi khối con của 

khối hiện tại, dòng quang (vx, vy) mà là vectơ vận tốc, sử dụng các ảnh được 

nội suy (I0, I1) và các ảnh građien (Ix0, Ix1, Iy0, Iy1). Theo một ví dụ, khối con có 

thể là CU con 4×4 điểm ảnh. 

[0639] 

 Tiếp theo, bộ dự đoán liên đới 218 hiệu chỉnh ảnh dự đoán đối với khối 

hiện tại nhờ sử dụng dòng quang (vx, vy). Ví dụ, bộ dự đoán liên đới 218 thu 
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nhận giá trị hiệu chỉnh đối với giá trị của điểm ảnh được chứa trong khối hiện tại, 

nhờ sử dụng dòng quang (vx, vy) (bước Sy_15). Sau đó, bộ dự đoán liên đới 218 

có thể hiệu chỉnh ảnh dự đoán đối với khối hiện tại nhờ sử dụng giá trị hiệu 

chỉnh (bước Sy_16). Cần lưu ý rằng giá trị hiệu chỉnh có thể được thu nhận 

trong các đơn vị của điểm ảnh, hoặc có thể được thu nhận trong các đơn vị của 

các điểm ảnh hoặc trong các đơn vị của khối con. 

[0640] 

 Cần lưu ý rằng dòng xử lý BIO không bị giới hạn ở xử lý được bộc lộ 

trong FIG.95. Chỉ một phần của các xử lý được bộc lộ trong FIG.95 có thể được 

thực hiện, hoặc xử lý khác có thể được bổ sung hoặc được sử dụng như là sự 

thay thế, hoặc các xử lý có thể được thực thi trong thứ tự xử lý khác. 

[0641] 

[Bù chuyển động > LIC] 

 Ví dụ, khi thông tin được phân tích từ dòng chỉ báo rằng LIC cần được 

thực hiện, sau khi tạo ra ảnh dự đoán, bộ dự đoán liên đới 218 hiệu chỉnh ảnh dự 

đoán theo LIC. 

[0642] 

 FIG.96 là lưu đồ minh họa ví dụ về việc hiệu chỉnh ảnh dự đoán bởi LIC 

trong bộ giải mã 200. 

[0643] 

 Đầu tiên, bộ dự đoán liên đới 218 thu nhận ảnh tham chiếu tương ứng 

với khối hiện tại từ ảnh tham chiếu được giải mã nhờ sử dụng MV (bước 

Sz_11). 

[0644] 

 Tiếp theo, bộ dự đoán liên đới 218 tách, đối với khối hiện tại, thông tin 

mà chỉ báo giá trị độ chói đã thay đổi như thế nào giữa ảnh hiện tại và ảnh tham 

chiếu (bước Sz_12). Việc tách được thực hiện dựa trên các giá trị điểm ảnh độ 
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chói đối với vùng tham chiếu lân cận bên trái được giải mã (vùng tham chiếu 

xung quanh) và vùng tham chiếu lân cận phía trên được giải mã (vùng tham 

chiếu xung quanh), và các giá trị điểm ảnh độ chói tại các vị trí tương ứng trong 

ảnh tham chiếu được chỉ rõ bởi các MV được thu nhận. Bộ dự đoán liên đới 218 

tính toán tham số hiệu chỉnh độ chói, nhờ sử dụng thông tin mà chỉ báo giá trị độ 

chói đã thay đổi như thế nào (bước Sz_13). 

[0645] 

 Bộ dự đoán liên đới 218 tạo ra ảnh dự đoán đối với khối hiện tại bằng 

cách thực hiện xử lý hiệu chỉnh độ chói trong đó tham số hiệu chỉnh độ chói 

được áp dụng tới ảnh tham chiếu trong ảnh tham chiếu được chỉ rõ bởi MV 

(bước Sz_14). Nói cách khác, ảnh dự đoán mà là ảnh tham chiếu trong ảnh tham 

chiếu được chỉ rõ bởi MV được đưa vào hiệu chỉnh dựa trên tham số hiệu chỉnh 

độ chói. Trong việc hiệu chỉnh này, độ chói có thể được hiệu chỉnh, hoặc sắc độ 

có thể được hiệu chỉnh. 

[0646] 

[Bộ điều khiển dự đoán] 

 Bộ điều khiển dự đoán 220 lựa chọn ảnh nội dự đoán hoặc ảnh dự đoán 

liên đới, và xuất ra ảnh được lựa chọn tới bộ cộng 208. Nói chung, các cấu trúc, 

chức năng, và xử lý của bộ điều khiển dự đoán 220, bộ nội dự đoán 216, và bộ 

dự đoán liên đới 218 tại phía bộ giải mã 200 có thể tương ứng với các cấu trúc, 

chức năng, và các xử lý của bộ điều khiển dự đoán 128, bộ nội dự đoán 124, và 

bộ dự đoán liên đới 126 tại phía bộ mã hóa 100. 

[0647] 

[Xử lý liên quan đến tốc độ gốc của viđeo] 

 FIG.97 là lưu đồ mà chỉ báo hoạt động mã hóa theo phương án sáng chế. 

Ví dụ, bộ mã hóa 100 mã hóa viđeo thành dòng bit. Viđeo có thể là viđeo có tốc 

độ chậm hơn tốc độ tự nhiên, tức là viđeo chuyển động chậm, hoặc viđeo có tốc 

độ nhanh hơn tốc độ tự nhiên, tức là viđeo chuyển động nhanh. Trong khi mã 
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hóa viđeo, bộ mã hóa 100 thực hiện hoạt động được minh họa trong FIG.97. 

[0648] 

 Ví dụ, bộ mã hóa 100 mã hóa, vào dòng bit, thông tin thời gian xuất hình 

tương ứng với tốc độ thứ nhất (S101). Cụ thể, thông tin thời gian xuất hình là 

thông tin liên quan đến thời điểm xuất hình của ảnh được bao gồm trong viđeo, 

và thông tin để tái tạo viđeo tại tốc độ thứ nhất. Tốc độ thứ nhất có thể là để tái 

tạo viđeo ở dạng chuyển động chậm hoặc chuyển động nhanh. Nói cách khác, 

viđeo có thể được mã hóa dưới dạng viđeo chuyển động chậm hoặc viđeo 

chuyển động nhanh. 

[0649] 

 Bộ mã hóa 100 cũng mã hóa, vào dòng bit, thông tin tốc độ gốc tương 

ứng với tốc độ thứ hai (S102). Cụ thể, thông tin tốc độ gốc là thông tin liên quan 

đến tốc độ thứ hai, và thông tin để tái tạo viđeo tại tốc độ thứ hai. Tốc độ thứ hai 

là tốc độ gốc của viđeo. Nói cách khác, thông tin tốc độ gốc là thông tin để tái 

tạo viđeo ở tốc độ bình thường. Theo sáng chế, tốc độ gốc đôi khi được gọi là 

tốc độ tự nhiên, tốc độ thực tế, tốc độ bình thường, hoặc tương tự. 

[0650] 

 Tiếp theo, bộ mã hóa 100 thu nhận thông tin thời điểm thứ nhất mà chỉ 

báo thời điểm xử lý để tái tạo viđeo tại tốc độ thứ nhất, bằng cách sử dụng thông 

tin thời gian xuất hình (S103). Bộ mã hóa 100 cũng thu nhận thông tin thời điểm 

thứ hai mà chỉ báo thời điểm xử lý để tái tạo viđeo tại tốc độ thứ hai, bằng cách 

sử dụng thông tin tốc độ gốc (S104). 

[0651] 

 Tại đây, thời điểm xử lý có thể là thời điểm tại đó ảnh được bao gồm 

trong viđeo được giải mã, xuất hình hoặc hiển thị. Thông tin thời điểm có thể 

được mã hóa, được sử dụng cho quá trình theo dõi đối tượng, hoặc được sử dụng 

cho quá trình nhận dạng khác hoặc xử lý ảnh. 

[0652] 
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 Cần lưu ý rằng thứ tự của mỗi bước trong thao tác mã hóa có thể được 

hoán đổi. Ngoài ra, bộ mã hóa 100 có thể thực hiện nhiều bước song song. Ví dụ, 

bộ mã hóa 100 có thể thực hiện bước thu nhận thông tin thời điểm thứ nhất 

(S103) và thu nhận thông tin thời điểm thứ hai (S104) một cách song song. 

[0653] 

 FIG.98 là lưu đồ mà chỉ báo hoạt động giải mã theo phương án sáng chế. 

Ví dụ, bộ giải mã 200 giải mã viđeo từ dòng bit. Bộ giải mã 200 có thể giải mã, 

từ dòng bit, viđeo được mã hóa dưới dạng viđeo chuyển động chậm hoặc viđeo 

chuyển động nhanh. Trong khi giải mã viđeo, bộ giải mã 200 thực hiện hoạt 

động được thể hiện trên FIG.98. 

[0654] 

 Ví dụ, bộ giải mã 200 giải mã, từ dòng bit, thông tin thời gian xuất hình 

tương ứng với tốc độ thứ nhất (S201). Cụ thể, thông tin thời gian xuất hình là 

thông tin liên quan đến thời điểm xuất hình của ảnh được bao gồm trong viđeo, 

và thông tin để tái tạo viđeo tại tốc độ thứ nhất. Tốc độ thứ nhất có thể là để tái 

tạo viđeo ở dạng chuyển động chậm hoặc chuyển động nhanh. 

[0655] 

 Bộ giải mã 200 cũng giải mã, từ dòng bit, thông tin tốc độ gốc mà tương 

ứng với tốc độ thứ hai (S202). Cụ thể, thông tin tốc độ gốc là thông tin liên quan 

đến tốc độ thứ hai, và thông tin để tái tạo viđeo tại tốc độ thứ hai. Tốc độ thứ hai 

là tốc độ gốc của viđeo. Cụ thể, trong trường hợp nội dung được ghi lại bởi thiết 

bị tạo ảnh như camera, tốc độ gốc của viđeo là khoảng cách theo thời gian giữa 

các ảnh được ghi lại. Nói cách khác, thông tin tốc độ gốc là thông tin để tái tạo 

viđeo ở tốc độ bình thường. 

[0656] 

 Tiếp theo, bộ giải mã 200 thu nhận tín hiệu mà chỉ báo liệu viđeo sẽ 

được tái tạo tại tốc độ thứ nhất hay tốc độ thứ hai (S203). Cụ thể, tín hiệu này 

chỉ báo liệu viđeo sẽ được tái tạo tại tốc độ gốc của viđeo hay tại tốc độ của 
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viđeo được mã hóa dưới dạng viđeo chuyển động chậm hoặc viđeo chuyển động 

nhanh. Tín hiệu này có thể được đưa vào bộ giải mã 200 theo hoạt động của 

người dùng. 

[0657] 

 Khi tín hiệu chỉ báo rằng viđeo sẽ được tái tạo tại tốc độ thứ nhất (Có tại 

S204), bộ giải mã 200 tái tạo viđeo tại tốc độ thứ nhất bằng cách sử dụng thông 

tin thời gian xuất hình (S205). Khi tín hiệu không chỉ báo rằng viđeo sẽ được tái 

tạo tại tốc độ thứ nhất (Không tại S204), tức là tín hiệu chỉ báo rằng viđeo sẽ 

được tái tạo tại tốc độ thứ hai, bộ giải mã 200 tái tạo viđeo tại tốc độ thứ hai 

bằng cách sử dụng thông tin tốc độ gốc (S206). Ví dụ, việc tái tạo viđeo tương 

ứng với việc giải mã và hiển thị viđeo. 

[0658] 

 Cần lưu ý rằng thứ tự của mỗi bước trong hoạt động giải mã có thể được 

hoán đổi. Thứ tự của mỗi bước có thể là bất kỳ thứ tự miễn là việc giải mã thông 

tin thời gian xuất hình (S201) được thực hiện trước khi tái tạo viđeo tại tốc độ 

thứ nhất (S205), và việc giải mã thông tin tốc độ gốc (S202) được thực hiện 

trước khi tái tạo viđeo tại tốc độ thứ hai (S206). 

[0659] 

 Cần lưu ý rằng thông tin thời gian xuất hình và thông tin tốc độ gốc có 

thể là bất kỳ kết hợp của các ví dụ về thông tin thời gian xuất hình và thông tin 

tốc độ gốc sẽ được mô tả trong các ví dụ dưới đây. 

[0660] 

 Với hoạt động được mô tả ở trên, bộ mã hóa 100 và bộ giải mã 200 có 

thể chia sẻ thông tin liên quan đến tốc độ gốc của viđeo. Sau đó, sẽ được lựa 

chọn liệu viđeo sẽ được tái tạo tại tốc độ thứ nhất mà là tốc độ của viđeo được 

mã hóa hay tại tốc độ thứ hai mà là tốc độ gốc của viđeo. Theo đó, ví dụ, điều 

này cho phép viđeo được tái tạo tại tốc độ tự nhiên trong khi viđeo được mã hóa 

dưới dạng viđeo chuyển động chậm hoặc viđeo chuyển động nhanh. 
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[0661] 

[Ví dụ cụ thể của xử lý liên quan đến tốc độ gốc của viđeo] 

 FIG.99 là lưu đồ mà chỉ báo ví dụ cụ thể thứ nhất của hoạt động giải mã 

theo phương án sáng chế. Ví dụ, bộ giải mã entropy 202 của bộ giải mã 200 thực 

hiện hoạt động được thể hiện trên FIG.99. Trong phần mô tả dưới đây, ảnh có 

thể tương ứng với một hình ảnh. 

[0662] 

 Trong ví dụ này, trước tiên, hệ số tỷ lệ được giải mã từ dòng bit (S301). 

Ở đây, hệ số tỷ lệ được sử dụng để điều chỉnh các thời điểm giải mã và thời 

điểm xuất hình của mỗi ảnh được giải mã từ dòng bit. Hệ số tỷ lệ cũng có thể là 

hệ số tỷ lệ để tái tạo viđeo tại tốc độ tự nhiên từ viđeo được mã hóa vào dòng bit 

dưới dạng viđeo chuyển động chậm hoặc viđeo chuyển động nhanh. Nói cách 

khác, hệ số tỷ lệ có thể tương ứng với thông tin tốc độ gốc được mô tả nêu trên. 

[0663] 

 Tiếp theo, tham số thời điểm giải mã liên quan đến thời điểm giải mã của 

ảnh được giải mã từ dòng bit (S302). Trong một ví dụ, tham số thời điểm giải 

mã là số có giá trị nguyên, được sử dụng để thu nhận thời điểm giải mã của ảnh 

liên quan đến tham số đó. Ngoài ra, thời điểm giải mã có thể tương ứng với thời 

điểm loại bỏ khỏi bộ đệm ảnh được mã hóa (CPB - coded picture buffer) của 

ảnh. 

[0664] 

 Tiếp theo, tham số thời gian xuất hình liên quan đến thời gian xuất hình 

của ảnh được giải mã từ dòng bit (S303). Trong một ví dụ, tham số thời gian 

xuất hình là số có giá trị nguyên, được sử dụng để thu nhận thời gian xuất hình 

của ảnh. Ngoài ra, thời gian xuất hình có thể tương ứng với thời gian xuất ra của 

bộ đệm ảnh được giải mã (DPB - decoded picture buffer) của ảnh. Tham số thời 

gian xuất hình cũng có thể tương ứng với thông tin thời gian xuất hình đã đề cập 

ở trên để tái tạo ảnh tại thời điểm thứ nhất. 
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[0665] 

 Tiếp theo, khi tín hiệu được thu nhận bởi bộ giải mã 200 chỉ báo rằng 

ảnh sẽ được hiển thị tại tốc độ thứ nhất, ảnh được giải mã tại tốc độ thứ nhất 

bằng cách sử dụng tham số thời gian giải mã và tham số thời gian xuất hình 

(S304). Như được mô tả dưới đây, bộ giải mã 200 có thể thu nhận tín hiệu từ bên 

ngoài bộ giải mã 200. Ngoài ra, bộ giải mã 200 có thể thu nhận tín hiệu dưới 

dạng thông tin thiết lập từ bộ nhớ trong hoặc tương tự của bộ giải mã 200. Ở đây, 

hiển thị ảnh tại tốc độ thứ nhất có nghĩa là tái tạo ảnh tại tốc độ thứ nhất chẳng 

hạn. 

[0666] 

 Trong một ví dụ, tốc độ thứ nhất có thể tương ứng với tốc độ giải mã 

và/hoặc tốc độ xuất của viđeo được mã hóa vào dòng bit, và có thể được biểu thị 

bằng thời gian loại bỏ khỏi bộ đệm ảnh được mã hóa (CPB) thứ nhất và thời 

gian xuất khỏi bộ đệm ảnh được giải mã (DPB) thứ nhất mà lần lượt là thời gian 

loại bỏ CPB và thời gian xuất DPB của mỗi ảnh được mã hóa vào dòng bit. 

[0667] 

 Cuối cùng, khi tín hiệu chỉ báo rằng ảnh sẽ được hiển thị tại tốc độ thứ 

hai, ảnh được giải mã tại tốc độ thứ hai bằng cách sử dụng tham số thời gian giải 

mã, tham số thời gian xuất hình và hệ số tỷ lệ (S305). Trong một ví dụ, thời gian 

loại bỏ CPB thứ hai của ảnh được thu nhận bằng cách sử dụng tham số thời gian 

giải mã và hệ số tỷ lệ mà được giải mã từ dòng bit. Thời gian xuất DPB thứ hai 

của ảnh được thu nhận bằng cách sử dụng tham số thời gian xuất hình và hệ số 

tỷ lệ được giải mã từ dòng bit. 

[0668] 

 Tốc độ thứ hai có thể được biểu thị bằng thời gian loại bỏ CPB thứ hai 

và thời gian xuất DPB thứ hai của mỗi ảnh. Khi tín hiệu chỉ báo rằng ảnh sẽ 

được hiển thị tại tốc độ thứ hai, viđeo được xuất ra từ bộ giải mã 200 được tái 

tạo tại tốc độ thứ hai. Ở đây, tốc độ thứ hai khác với tốc độ thứ nhất. 
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[0669] 

 FIG.100 là sơ đồ khối minh họa cấu trúc của hệ thống giải mã theo 

phương án sáng chế. Như minh họa trong FIG.100, ví dụ, tín hiệu được đưa vào 

từ môđun 400 bên ngoài bộ giải mã 200 vào bộ giải mã 200. Môđun 400 có thể 

là bộ truyền tín hiệu, và cũng có thể là môđun lớp hệ thống, môđun phát viđeo, 

hoặc môđun điều khiển phần cứng. 

[0670] 

 Khi tín hiệu chỉ báo rằng ảnh sẽ được hiển thị tại tốc độ thứ nhất, viđeo 

được xuất ra từ bộ giải mã 200 được tái tạo tại tốc độ thứ nhất trên màn hình 300. 

Ngoài ra. khi tín hiệu chỉ báo rằng ảnh sẽ được hiển thị tại tốc độ thứ hai, viđeo 

được xuất ra từ bộ giải mã 200 được tái tạo tại tốc độ thứ hai trên màn hình 300. 

[0671] 

 FIG.101A là sơ đồ khái niệm minh họa ví dụ về vị trí của thông tin tốc 

độ gốc (ví dụ, hệ số tỷ lệ) trong dòng bit. Trong ví dụ này, thông tin tốc độ gốc 

được bao gồm trong dữ liệu của đơn vị truy nhập với một ảnh được mã hóa 

trong dòng bit. Thông tin tốc độ gốc có thể được bao gồm trong dữ liệu của mỗi 

đơn vị truy nhập. 

[0672] 

 FIG.101B là sơ đồ khái niệm minh họa ví dụ khác về vị trí của thông tin 

tốc độ gốc (ví dụ, hệ số tỷ lệ) trong dòng bit. Trong ví dụ này, thông tin tốc độ 

gốc được bao gồm trong thông tin tiêu đề khác với dữ liệu của đơn vị truy nhập 

với một ảnh được mã hóa trong dòng bit. Sau đó, bộ giải mã 200 giải mã thông 

tin tốc độ gốc từ thông tin tiêu đề. 

[0673] 

 Cần lưu ý rằng đơn vị truy nhập là đơn vị gồm các ảnh được mã hóa mà 

được xuất ra từ DPB tại cùng một thời điểm. Như đã mô tả ở trên, đơn vị truy 

nhập có thể có một ảnh được mã hóa trong dòng bit. 

[0674] 
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 Cần lưu ý rằng thông tin tiêu đề được cung cấp trước đơn vị truy nhập, 

và là vùng trong đó tham số được sử dụng cho việc mã hóa được mô tả. Thông 

tin tiêu đề có thể tương ứng với tập tham số viđeo, tập tham số chuỗi hoặc tập 

tham số ảnh được minh họa trong FIG.2. 

[0675] 

 Ngoài ra, thông tin tốc độ gốc có thể được bao gồm trong thông tin tăng 

cường bổ sung (SEI) trong dòng bit. Bộ giải mã 200 có thể giải mã thông tin tốc 

độ gốc từ SEI. Thông tin tiêu đề có thể tương ứng với SEI. 

[0676] 

 Ví dụ, hệ số tỷ lệ có thể được biểu thị bằng giá trị nguyên. Ngoài ra, hệ 

số tỷ lệ có thể được biểu thị bằng giá trị số thực dấu phẩy động. 

[0677] 

 FIG.102 là lưu đồ mà chỉ báo ví dụ cụ thể thứ hai của hoạt động giải mã 

theo phương án sáng chế. Ví dụ, bộ giải mã entropy 202 của bộ giải mã 200 có 

thể thực hiện hoạt động được thể hiện trên FIG.102. Ví dụ được thể hiện trên 

FIG.102 gần như giống với ví dụ được minh họa trên FIG.99. Tuy nhiên, trong 

FIG.102, dạng biểu đạt được thay đổi và có bổ sung một phần. 

[0678] 

 Trong ví dụ này, cũng giống như trường hợp của ví dụ trong FIG.99, hệ 

số tỷ lệ được giải mã từ dòng bit (S401). Ngoài ra, tham số thời điểm giải mã 

liên quan đến thời điểm giải mã của ảnh được giải mã từ dòng bit (S402). Ngoài 

ra, tham số thời gian xuất hình liên quan đến thời gian xuất hình của ảnh được 

giải mã từ dòng bit (S403). Ngoài ra, tín hiệu được mã hóa được thu nhận từ 

môđun 400 bên ngoài bộ giải mã 200, và tín hiệu được mã hóa này được giải mã. 

Sau đó, xác định xem tín hiệu chỉ báo tốc độ thứ nhất hay tốc độ thứ hai là tốc 

độ tại đó ảnh được hiển thị (S404). 

[0679] 

 Khi tín hiệu chỉ báo rằng ảnh sẽ được hiển thị tại tốc độ thứ nhất (tốc độ 
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thứ nhất trong S404), ảnh được giải mã và hiển thị tại tốc độ thứ nhất bằng cách 

sử dụng tham số thời gian giải mã và tham số thời gian xuất hình mà được giải 

mã từ dòng bit (S405). Khi tín hiệu chỉ báo rằng ảnh sẽ được hiển thị tại tốc độ 

thứ hai, ảnh được giải mã và hiển thị tại tốc độ thứ hai bằng cách sử dụng tham 

số thời gian giải mã, tham số thời gian xuất hình và hệ số tỷ lệ mà được giải mã 

từ dòng bit (S406). Khi tín hiệu không được thu nhận, bộ giải mã 200 có thể giải 

mã và hiển thị ảnh tại tốc độ thứ nhất theo mặc định. 

[0680] 

 FIG.103A và FIG.103B minh họa các ví dụ liên quan đến các giá trị khác 

nhau của hệ số tỷ lệ. 

[0681] 

 FIG.103A là đồ thị thời gian minh họa các thời điểm mà tại đó các ảnh 

được giải mã và được xuất ra trong trường hợp mà hệ số tỷ lệ là 0,5. Ở đây, tốc 

độ thứ nhất tương ứng với tốc độ mà mỗi ảnh được giải mã và xuất ra theo tham 

số thời gian giải mã và tham số thời gian xuất hình được giải mã từ dòng bit. 

Ngoài ra, ở đây, thời gian giải mã và thời gian xuất hình được giả định là giống 

nhau để thuận tiện tham chiếu, nhưng có thể khác so với nhau. 

[0682] 

 Trong trường hợp hệ số tỷ lệ là 0,5, tốc độ thứ hai bằng một nửa tốc độ 

thứ nhất, và tại tốc độ thứ hai, ảnh được giải mã và xuất ra chậm hơn 2 lần so 

với tại tốc độ thứ nhất. Ví dụ, tại tốc độ thứ nhất, viđeo bao gồm các ảnh được 

trình diễn ở chế độ chuyển động nhanh (chuyển động nhanh gấp 2 lần so với 

chuyển động bình thường). Tại tốc độ thứ hai, viđeo bao gồm các ảnh được trình 

diễn ở chuyển động bình thường (chuyển động chậm hơn 2 lần so với chuyển 

động tại tốc độ thứ nhất). Chuyển động bình thường liên quan đến chuyển động 

chưa được mã hóa, được ghi lại bởi camera, bộ cảm biến hoặc loại tương tự. 

[0683] 

 Cần lưu ý rằng, tại tốc độ thứ nhất, viđeo bao gồm các ảnh có thể được 
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trình diễn ở chuyển động bình thường. Sau đó, tại tốc độ thứ hai, viđeo bao gồm 

các ảnh có thể được trình diễn ở chuyển động chậm (chuyển động chậm hơn 2 

lần so với chuyển động tại tốc độ thứ nhất). 

[0684] 

 FIG.103B là đồ thị thời gian minh họa các thời điểm mà tại đó các ảnh 

được giải mã và được xuất ra trong trường hợp mà hệ số tỷ lệ là 2. Như với 

trường hợp của FIG.103A, tốc độ thứ nhất tương ứng với tốc độ mà mỗi ảnh 

được giải mã và xuất ra theo tham số thời gian giải mã và tham số thời gian xuất 

hình được giải mã từ dòng bit. Ngoài ra, cũng giống như trường hợp của 

FIG.103A, thời gian giải mã và thời gian xuất hình được giả định là giống nhau, 

nhưng có thể khác so với nhau. 

[0685] 

 Trong trường hợp hệ số tỷ lệ là 2, tốc độ thứ hai gấp hai lần tốc độ thứ 

nhất, và tại tốc độ thứ hai, ảnh được giải mã và xuất ra nhanh hơn 2 lần so với 

tại tốc độ thứ nhất. Ví dụ, tại tốc độ thứ nhất, một viđeo bao gồm các ảnh được 

trình diễn ở chuyển động chậm (chuyển động chậm hơn 2 lần so với chuyển 

động bình thường). Tại tốc độ thứ hai, viđeo bao gồm các ảnh được trình diễn ở 

chuyển động bình thường (chuyển động nhanh hơn 2 lần so với chuyển động tại 

tốc độ thứ nhất). 

[0686] 

 Cần lưu ý rằng, tại tốc độ thứ nhất, viđeo bao gồm các ảnh có thể được 

trình diễn ở chuyển động bình thường. Sau đó, tại tốc độ thứ hai, viđeo bao gồm 

các ảnh có thể được trình diễn ở chuyển động nhanh (chuyển động nhanh hơn 2 

lần so với chuyển động tại tốc độ thứ nhất). 

[0687] 

 FIG.103C là đồ thị thời gian minh họa các thời điểm mà tại đó các ảnh 

được giải mã và được xuất ra một cách chọn lọc trong trường hợp mà hệ số tỷ lệ 

là 2. Theo biến thể của trường hợp mà hệ số tỷ lệ là 2, như minh họa trong 
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FIG.103C, bộ giải mã 200 có thể chọn lọc giải mã và xuất các ảnh tại tốc độ thứ 

hai. Với điều này, lượng xử lý của bộ giải mã 200 có thể được làm giảm. Cụ thể 

hơn, trong ví dụ này, các ảnh 1, 3 và 5 được giải mã và hiển thị, và các ảnh 2 và 

4 không được giải mã và hiển thị. Nói cách khác, việc giải mã và hiển thị các 

ảnh 2 và 4 được bỏ qua. 

[0688] 

 FIG.103D là sơ đồ khái niệm minh họa ví dụ về các ảnh được mã hóa 

với các lớp con theo thời gian. Lớp con theo thời gian như được thể hiện trên 

FIG.103D có thể được sử dụng. Cụ thể hơn, các ảnh 1, 3 và 5 được mã hóa trong 

cùng một tập hợp được kết hợp với lớp con theo thời gian được nhận dạng bởi 

Tid0 (tức là ID theo thời gian với giá trị bằng 0). Các ảnh 2 và 4 được mã hóa 

trong tập hợp khác được kết hợp với lớp con theo thời gian được nhận dạng bởi 

Tid1 (tức là ID theo thời gian với giá trị bằng 1). 

[0689] 

 Để chỉ báo điểm vận hành (cụ thể hơn là lớp con theo thời gian có thể 

được giải mã tại tốc độ thứ hai bởi bộ giải mã 200), mức (level_idc) có thể được 

mã hóa cho mỗi lớp con theo thời gian. Level_idc của mỗi lớp con theo thời 

gian có thể được mã hóa tại cùng thông tin tiêu đề hoặc SEI như thông tin tiêu 

đề hoặc SEI mà tại đó hệ số tỷ lệ được mã hóa. 

[0690] 

 Khi điểm vận hành của bộ giải mã 200 thấp hơn level_idc của lớp con 

theo thời gian, bộ giải mã 200 có thể bỏ qua việc giải mã lớp con theo thời gian 

này. 

[0691] 

 Cụ thể hơn, trong ví dụ của FIG.103C, khi ảnh được giải mã và xuất ra 

với hệ số tỷ lệ là 2, bộ giải mã 200 với điểm vận hành cao hơn có thể được yêu 

cầu để tăng tốc độ giải mã. Ví dụ, level_idc cao hơn level_idc của các ảnh được 

kết hợp với Tid0 được cấp phát tới các ảnh được kết hợp với Tid1. Do đó, bộ 
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giải mã 200 với điểm vận hành cao hơn có thể được yêu cầu. 

[0692] 

 Trong một ví dụ khác, khi các ảnh được giải mã và được xuất ra tại tốc 

độ thứ hai, bộ giải mã 200 có thể lựa chọn bỏ qua việc giải mã các ảnh được kết 

hợp với Tid1 để duy trì hiệu suất vận hành tương tự như hiệu suất vận hành khi 

các ảnh được giải mã và được xuất ra tại tốc độ thứ nhất. Trong trường hợp này, 

điểm vận hành không cần phải cao. 

[0693] 

 Ví dụ về việc báo hiệu mức (level_idc) của mỗi lớp con theo thời gian sẽ 

được mô tả sau đây có viện dẫn đến FIG.104C. 

[0694] 

 FIG.104A và FIG.104B minh họa các ví dụ khác nhau của cấu trúc cú 

pháp để báo hiệu thông tin tốc độ gốc (tức là, hệ số tỷ lệ). Thông tin tốc độ gốc 

có thể được cấp phát trong thông tin tiêu đề hoặc SEI. Do đó, các cấu trúc cú 

pháp này có thể được chứa trong thông tin tiêu đề hoặc SEI. 

[0695] 

 FIG.104A là sơ đồ cú pháp minh họa ví dụ về cấu trúc cú pháp liên quan 

đến thông tin tốc độ gốc. Trong ví dụ của FIG.104A, hệ số tỷ lệ (scale_factor) 

mà chỉ báo một giá trị được giải mã dưới dạng thông tin tốc độ gốc. Giá trị này 

có thể biểu diễn chính hệ số tỷ lệ. Ngoài ra, giá trị này có thể là giá trị chỉ số để 

tham chiếu đến bảng tra cứu và lựa chọn hệ số tỷ lệ từ bảng tra cứu này. 

[0696] 

 FIG.104B là sơ đồ cú pháp minh họa ví dụ khác của cấu trúc cú pháp 

liên quan đến thông tin tốc độ gốc. Trên FIG.104B, các tham số được giải mã 

dưới dạng là thông tin tốc độ gốc. Ví dụ, tử số của hệ số tỷ lệ 

(scale_factor_nominator) và mẫu số của hệ số tỷ lệ (scale_factor_denominator) 

được giải mã dưới dạng là thông tin tốc độ gốc. Hệ số tỷ lệ được tính bằng cách 

lấy tử số chia cho mẫu số. Giá trị được tính toán có thể là biểu thức giá trị số 
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thực dấu phẩy động, hoặc có thể là giá trị được làm tròn thành biểu thức giá trị 

số cố định. 

[0697] 

 Tốc độ giải mã thứ hai và tốc độ xuất hình thứ hai mà tương ứng với tốc 

độ thứ hai được tính bằng cách nhân tham số thời gian giải mã và tham số thời 

gian xuất hình với hệ số tỷ lệ (hoặc dịch trái theo giá trị tương ứng với hệ số tỷ 

lệ), một cách lần lượt. Trong ví dụ khác, tốc độ giải mã thứ hai và tốc độ xuất 

hình thứ hai được tính bằng cách chia tham số thời gian giải mã và tham số thời 

gian xuất hình cho hệ số tỷ lệ (hoặc dịch phải theo giá trị tương ứng với hệ số tỷ 

lệ), một cách lần lượt. 

[0698] 

 Theo ví dụ khác, hệ số tỷ lệ có thể thu được từ thông tin khác. Ví dụ, hệ 

số tỷ lệ có thể được thu nhận từ nhiều tham số thời gian giải mã hoặc nhiều tham 

số thời gian xuất hình có trong dòng bit. Theo ví dụ khác, hệ số tỷ lệ có thể thu 

được bằng cách được tính toán từ các giá trị được báo hiệu nhờ sử dụng 

FIG.104A hoặc FIG.104B. 

[0699] 

 Trong các phương trình sau đây, hệ số tỷ lệ sẽ được áp dụng cho tham số 

thời gian giải mã hoặc tham số thời gian xuất hình được tính từ hệ số tỷ lệ 

(scale_factor) được báo hiệu. 

[0700] 

 tmpScaleFactor = scale_factor - 16 

 if( tmpScaleFactor < 0 ) 

  hệ số tỷ lệ = 1 ÷ |tmpScaleFactor| 

 else 

  hệ số tỷ lệ = tmpScaleFactor + 1 

[0701] 
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 Trong các phương trình trên, khi giá trị của scale_factor là 16, giá trị 

được tính toán của hệ số tỷ lệ là 1. Trong trường hợp này, việc biến đổi tỷ lệ 

không được thực hiện. Trong các phương trình trên, khi giá trị của scale_factor 

nhỏ hơn 16, giá trị được tính toán của hệ số tỷ lệ nhỏ hơn 1, mà dẫn đến ví dụ 

trong FIG.103A. Khi giá trị của scale_factor lớn hơn hoặc bằng 16, giá trị được 

tính toán của hệ số tỷ lệ lớn hơn hoặc bằng 1, dẫn đến ví dụ trong FIG.103B. 

[0702] 

 FIG.104C là sơ đồ cú pháp minh họa ví dụ khác về cấu trúc cú pháp liên 

quan đến thông tin tốc độ gốc. FIG.104C minh họa ví dụ để báo hiệu mức 

(level_idc) của lớp con theo thời gian cùng với thông tin tốc độ gốc (tức là, hệ 

số tỷ lệ). 

[0703] 

 Cần lưu ý rằng hệ số tỷ lệ có thể được báo hiệu riêng biệt tại vị trí khác 

trong dòng bit. Ngoài ra, u(n) của ký hiệu mô tả biểu thị giá trị nguyên có độ dài 

n bit. Nói cách khác, u(n) biểu thị rằng tham số mã hóa được biểu diễn bằng giá 

trị nguyên có độ dài n bit. Cần lưu ý rằng ký hiệu mô tả được minh họa ở đây 

chỉ là một ví dụ, và ký hiệu mô tả không bị giới hạn bởi ví dụ được trình bày ở 

đây. Ví dụ, u(10) chỉ là một ví dụ về một giá trị có thể có của ký hiệu mô tả. Các 

ký hiệu mô tả khác có thể được sử dụng như u(2), u(3), u(4), u(5), u(6), u(7), và 

u(8). 

[0704] 

 Ở đây, sublayer_info_present_flag chỉ báo liệu các tham số cho mức 

(level_idc) của lớp con theo thời gian có hiện diện hay không. Ngoài ra, 

max_sublayers_minus1 chỉ báo số lượng lớp con theo thời gian hiện diện dòng 

bit. Giá trị này giống với giá trị được báo hiệu trong SPS của dòng bit. 

[0705] 

 Ngoài ra, sublayer_level_present_flag[i] chỉ báo liệu mức (level_idc) của 

lớp con theo thời gian có giá trị chỉ số là i có hiện diện hay không. Khi thông tin 
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này không hiện diện, mức mặc định (level_idc) được chỉ định bởi SPS sẽ được 

sử dụng. Ngoài ra, reserved_zero_bit được sử dụng để cấp phát các bit nhằm 

mục đích căn chỉnh theo byte. 

[0706] 

 Ngoài ra, sublayer_level_idc[i] chỉ báo mức (level_idc) của lớp con theo 

thời gian có giá trị chỉ số là i. 

[0707] 

 Cần lưu ý rằng, trong FIG.104C, thông tin tốc độ gốc được mã hóa trước 

khi mã hóa thông tin lớp con theo thời gian. Nói cách khác, ngay cả khi có nhiều 

lớp con theo thời gian, cùng một thông tin tốc độ gốc được sử dụng cho các lớp 

con này. Tuy nhiên, các mục thông tin tốc độ gốc khác nhau có thể được sử dụng 

cho các lớp con theo thời gian. Trong trường hợp này, ví dụ, cấu trúc cú pháp có 

thể được cấu hình để xác định max_sublayers_minus1 mà chỉ báo số lượng lớp 

con theo thời gian trước tiên, và sau đó đọc thông tin tốc độ gốc tương ứng với 

số lượng lớp con theo thời gian. 

[0708] 

 Cần lưu ý rằng, trong ví dụ của FIG.104C, thông tin tốc độ gốc được chỉ 

báo bằng các tham số, nhưng như được thể hiện trên FIG.104A, thông tin tốc độ 

gốc có thể được chỉ báo bằng một tham số. 

[0709] 

 FIG.104D là sơ đồ cú pháp minh họa ví dụ khác về cấu trúc cú pháp liên 

quan đến thông tin tốc độ gốc. Trong ví dụ này, tham số của mức (level_idc) cao 

nhất trong các lớp con theo thời gian được báo hiệu riêng biệt so với tham số 

của mức (level_idc) của mỗi lớp con theo thời gian. 

[0710] 

 Ở đây, max_sublayer_level_idc chỉ báo mức (level_idc) cao nhất được 

yêu cầu cho các lớp con theo thời gian. Mức (level_idc) cao nhất được yêu cầu 

có thể là mức (level_idc) của lớp con theo thời gian cao nhất. Cần lưu ý rằng, 
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trong trường hợp này, khi báo hiệu mức (level_idc) của mỗi lớp con theo thời 

gian, việc báo hiệu mức (level_idc) của lớp con theo thời gian cao nhất có thể 

được lược bỏ. 

[0711] 

 Trong sáng chế, ví dụ, tham số thời gian giải mã chỉ báo thời gian giải 

mã của ảnh, trong đó ảnh đang được loại bỏ khỏi bộ đệm ảnh được mã hóa 

(CPB). Cụ thể hơn, tham số thời gian giải mã được kết hợp với thời gian đến 

sớm khởi tạo, thời gian đến cuối cùng, thời gian loại bỏ danh định, và thời gian 

loại bỏ khỏi CPB. 

[0712] 

 Ngoài ra, ví dụ, tham số thời gian xuất hình chỉ báo thời gian xuất hình 

của ảnh, trong đó ảnh được xuất ra từ bộ đệm ảnh được giải mã (DPB). Cụ thể 

hơn, tham số thời gian xuất hình được kết hợp với thời gian xuất từ DPB. 

[0713] 

 Thời gian giải mã và thời gian xuất hình của ảnh hiện tại có thể được thu 

nhận như sau: 

[0714] 

 thời gian đến sớm nhất khởi tạo = thời gian loại bỏ danh định – (độ trễ 

loại bỏ khỏi CPB khởi tạo) ÷ hệ số tỷ lệ ÷ 90000; 

 thời gian đến khởi tạo = max(thời gian đến cuối cùng của ảnh trước đó, 

hoặc thời gian đến sớm nhất khởi tạo); 

 thời gian đến cuối cùng = thời gian đến khởi tạo + kích thước bit của ảnh 

× tốc độ bit × hệ số tỷ lệ; 

 thời gian loại bỏ danh định của khung thứ nhất = độ trễ loại bỏ khỏi CPB 

khởi tạo ÷ hệ số tỷ lệ ÷ 90000; 

 thời gian loại bỏ danh định của các khung tiếp theo = thời gian cơ sở + 

chu kỳ xung nhịp × (độ trễ loại bỏ khỏi CPB – độ dịch trễ CPB) ÷ hệ số tỷ lệ; và 
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 thời gian xuất từ DPB = thời gian loại bỏ khỏi CPB + chu kỳ xung nhịp 

× (độ trễ xuất từ DPB – delta xuất từ DPB) ÷ hệ số tỷ lệ. 

[0715] 

 Ở đây, giá trị hệ số tỷ lệ bằng 1 biểu thị rằng tốc độ thứ hai giống với tốc 

độ thứ nhất, và các giá trị hệ số tỷ lệ khác biểu thị rằng tốc độ thứ hai khác với 

tốc độ thứ nhất. Ngoài ra, “chu kỳ xung nhịp” biểu thị thời gian xung nhịp được 

sử dụng bởi bộ giải mã 200. Ngoài ra, “độ trễ loại bỏ khỏi CPB khởi tạo” chỉ 

báo độ trễ thời gian khởi tạo trước khi các bit của ảnh được giải mã. Ngoài ra, 

“thời gian loại bỏ danh định” chỉ báo thời gian danh định mà ảnh được loại bỏ 

khỏi CPB. 

[0716] 

 Ngoài ra, “thời gian đến khởi tạo” chỉ báo thời điểm bit thứ nhất của ảnh 

đã đến trong CPB. Ngoài ra, “thời gian đến cuối cùng” chỉ báo thời điểm tất cả 

các bit của ảnh đã đến trong CPB. Ngoài ra, “thời gian loại bỏ khỏi CPB” chỉ 

báo thời điểm khi ảnh đã được loại bỏ khỏi bộ đệm CPB và sẵn sàng để xuất ra. 

Thời điểm này được thu nhận từ thời gian loại bỏ danh định. Ngoài ra, “thời 

gian xuất từ DPB” chỉ báo thời điểm ảnh cần được xuất ra màn hình 300. 

[0717] 

 FIG.105 là sơ đồ cú pháp minh họa ví dụ về cấu trúc cú pháp liên quan 

đến thông tin tốc độ. Ví dụ, nhiều hệ số tỷ lệ có thể được bao gồm trong một 

thông tin tiêu đề hoặc SEI. Mỗi hệ số tỷ lệ đề cập đến một tốc độ liên quan đến 

giải mã và xuất hình. FIG.105 minh họa ví dụ về cú pháp trong trường hợp mà 

một hoặc nhiều hệ số tỷ lệ được bao gồm trong thông tin tiêu đề hoặc SEI. 

[0718] 

 Trong biến thể khác, nhiều SEI được báo hiệu trong cùng một đơn vị 

truy nhập, trong đó mỗi SEI có thể chứa một hệ số tỷ lệ mà chỉ báo một tốc độ 

liên quan đến giải mã và xuất hình. Hệ số tỷ lệ trong mỗi SEI có thể được báo 

hiệu nhờ sử dụng ví dụ trong FIG.104A hoặc FIG.104B. 
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[0719] 

 Khi nhiều hệ số tỷ lệ được báo hiệu, một trong các hệ số tỷ lệ tương ứng 

với tốc độ gốc, và các hệ số tỷ lệ khác có thể tương ứng với các tốc độ khác với 

tốc độ gốc. Với điều này, việc tái tạo có thể được thực hiện tại tốc độ khác. 

[0720] 

 Trong biến thể khác, không phải hệ số tỷ lệ mà là tốc độ có thể được báo 

hiệu trực tiếp dưới dạng thông tin tốc độ gốc. Thông tin tốc độ gốc được báo 

hiệu có thể biểu thị tốc độ thứ hai, tức là tốc độ thực tế liên quan đến giải mã và 

xuất hình. Ví dụ, khi tốc độ thứ nhất là giải mã tại 30 khung mỗi giây và tốc độ 

thứ hai là giải mã tại 60 khung mỗi giây, có thể báo hiệu 2 (mà chỉ báo hệ số tỷ 

lệ được áp dụng) hoặc 60 (mà chỉ báo tốc độ thực tế liên quan đến giải mã và 

xuất hình). Cần lưu ý rằng biện pháp cụ thể được thực hiện khi thông tin tốc độ 

gốc chỉ báo tốc độ thứ hai không bị giới hạn ở ví dụ mà số lượng khung được 

hiển thị mỗi giây được cung cấp. Thông tin tốc độ gốc có thể chỉ báo bao nhiêu 

giây giữa các khung, tức là khoảng thời gian giữa các khung. 

[0721] 

 Trong biến thể khác, cờ khác với hệ số tỷ lệ có thể được báo hiệu, và cờ 

này có thể biểu thị dạng của tốc độ thực tế liên quan đến giải mã và xuất hình. 

Ví dụ, cờ có thể biểu thị mối quan hệ giữa tốc độ thứ nhất và tốc độ thứ hai. Cờ 

có thể chỉ báo rằng tốc độ thứ nhất nhanh hơn tốc độ thứ hai mà là tốc độ thực tế 

(chuyển động nhanh), hoặc tốc độ thứ nhất chậm hơn tốc độ thứ hai mà là tốc độ 

thực tế (chuyển động chậm). Ngoài ra, cờ chỉ báo liệu giá trị được báo hiệu biểu 

thị hệ số tỷ lệ hay tốc độ có thể được báo hiệu. Cần lưu ý rằng, trong biến thể 

khác, cờ có thể là tham số mà chỉ báo bất kỳ trong số ba giá trị trở lên. 

[0722] 

 Với cấu hình và xử lý nêu trên, có thể báo hiệu nhiều tốc độ liên quan 

đến giải mã và xuất hình của ảnh. Theo đó, bộ giải mã 200 có thể thu nhận hai 

thời điểm khác nhau liên quan đến giải mã và xuất hình. Ví dụ, trong trường hợp 
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sử dụng để ghi lại viđeo chuyển động chậm, thông tin về tốc độ thực tế của 

viđeo cũng có thể được bao gồm trong cùng dòng bit. Theo đó, điều này có thể 

hữu ích cho việc xem và xử lý hậu kỳ. 

[0723] 

 Ngoài ra, bằng cách báo hiệu mức cho mỗi lớp con theo thời gian như 

được thể hiện trong ví dụ của FIG.104C, có thể cho phép bộ giải mã 200 giải mã 

và xuất ảnh tại khoảng cách ảnh (picture interval) phù hợp với việc giải mã, theo 

lớp con theo thời gian cần được xử lý. 

[0724] 

 Ngoài ra, bằng cách báo hiệu thông tin về các tốc độ như được thể hiện 

trong ví dụ của FIG.105, có thể tái tạo ảnh tại tốc độ khác ngoài tốc độ gốc. 

Cũng có thể báo hiệu thông tin về các tốc độ tương ứng với từng lớp con theo 

thời gian tương ứng. Với điều này, có thể thực hiện xử lý tại các tốc độ tương 

ứng với từng lớp con theo thời gian tương ứng. 

[0725] 

 Cần lưu ý rằng, trong phần trên, quá trình giải mã được mô tả là chính, 

nhưng quá trình tương ứng với việc giải mã cũng có thể được thực hiện trong 

mã hóa. Ngoài ra, không phải tất cả các thành phần cấu thành và xử lý được mô 

tả ở trên đều luôn cần thiết, và chỉ một phần trong số các thành phần cấu thành 

và các xử lý được mô tả ở trên có thể được sử dụng. 

[0726] 

 Cần lưu ý rằng “tốc độ” theo sáng chế có thể là số lượng ảnh được bao 

gồm trong hình ảnh chuyển động kéo dài một giây (fps: khung trên giây - frames 

per second), hoặc là giá trị được chỉ báo bởi khoảng thời gian giữa các ảnh. 

[0727] 

[Ví dụ đại diện của xử lý liên quan đến tốc độ gốc của viđeo] 

 FIG.106 là lưu đồ chỉ báo xử lý cơ bản trong hoạt động mã hóa do bộ mã 
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hóa 100 thực hiện. Ví dụ, bộ mã hóa 100 bao gồm mạch và bộ nhớ được ghép 

nối tới mạch. Mạch và bộ nhớ được chứa trong bộ mã hóa 100 có thể tương ứng 

với bộ xử lý a1 và bộ nhớ a2 được minh họa trong FIG.8. Mạch của bộ mã hóa 

100 thực hiện các bước sau đây khi hoạt động. 

[0728] 

 Ví dụ, mạch của bộ mã hóa 100 mã hóa viđeo thành dòng bit. Ở đây, 

viđeo được chỉ định xuất ra tại tốc độ thứ nhất khác với tốc độ gốc của viđeo. 

Trong quá trình mã hóa viđeo, mạch của bộ mã hóa 100 mã hóa, vào dòng bit, 

thông tin tốc độ gốc liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo 

(S501). 

[0729] 

 Với cấu hình này, có thể mã hóa vào dòng bit thông tin tốc độ gốc liên 

quan đến tốc độ gốc khác với tốc độ thứ nhất được chỉ định là tốc độ của viđeo, 

tức là tốc độ thứ hai mà là tốc độ tự nhiên của viđeo. Do đó, có thể tái tạo viđeo 

tại tốc độ tự nhiên từ dòng bit. 

[0730] 

 Ngoài ra, mạch của bộ mã hóa 100 có thể mã hóa, vào dòng bit, thông 

tin thời gian và thông tin tỷ lệ dưới dạng thông tin tốc độ gốc. Ngoài ra, tốc độ 

thứ hai có thể được tính toán dựa trên thông tin thời gian và thông tin tỷ lệ. Theo 

đó, có thể chỉ định tốc độ thứ hai. Do đó, có thể thực hiện hoạt động tại tốc độ tự 

nhiên. 

[0731] 

 Ngoài ra, mạch của bộ mã hóa 100 có thể mã hóa, vào dòng bit, thông 

tin thời gian xuất hình liên quan đến thời gian xuất hình của viđeo. Với cấu hình 

này, có thể chỉ định thời gian xuất hình của viđeo. Ngoài ra, cũng có thể điều 

chỉnh thời gian xuất hình của viđeo. 

[0732] 

 Ngoài ra, mạch của bộ mã hóa 100 có thể thu nhận, sử dụng thông tin 
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thời gian xuất hình, thông tin thời điểm thứ nhất chỉ báo thời điểm xử lý để tái 

tạo viđeo tại tốc độ thứ nhất. Ngoài ra, mạch của bộ mã hóa 100 có thể thu nhận, 

sử dụng thông tin tốc độ gốc, thông tin thời điểm thứ hai chỉ báo thời điểm xử lý 

để tái tạo viđeo tại tốc độ thứ hai. Với điều này, có thể thu nhận chính xác thông 

tin thời điểm thứ nhất tương ứng với tốc độ thứ nhất bằng cách sử dụng thông 

tin thời gian xuất hình, và thu nhận chính xác thông tin thời điểm thứ hai tương 

ứng với tốc độ thứ hai bằng cách sử dụng thông tin tốc độ gốc. 

[0733] 

 Ngoài ra, mạch của bộ mã hóa 100 có thể mã hóa thông tin tốc độ gốc 

vào thông tin tiêu đề được bao gồm trong dòng bit. Với điều này, có thể mã hóa 

một cách hiệu quả thông tin liên quan đến tốc độ gốc dưới dạng thông tin tiêu đề 

cho dữ liệu viđeo. 

[0734] 

 Ngoài ra, mạch của bộ mã hóa 100 có thể mã hóa thông tin tốc độ gốc 

vào thông tin tăng cường bổ sung (SEI) được bao gồm trong dòng bit. Với điều 

này, có thể mã hóa một cách hiệu quả thông tin liên quan đến tốc độ gốc dưới 

dạng thông tin bổ sung cho dữ liệu viđeo. 

[0735] 

 Ngoài ra, thông tin tốc độ gốc có thể chỉ báo khoảng cách ảnh của viđeo 

để tái tạo viđeo tại tốc độ thứ hai. Với điều này, có thể mã hóa thông tin tốc độ 

gốc mà chỉ báo khoảng cách giữa các ảnh để tái tạo viđeo tại tốc độ gốc. Do đó, 

có thể tái tạo viđeo tại tốc độ tự nhiên theo khoảng cách giữa các ảnh. 

[0736] 

 Ngoài ra, thông tin tốc độ gốc có thể chỉ báo hệ số tỷ lệ của tốc độ thứ 

hai so với tốc độ thứ nhất. Với điều này, có thể mã hóa thông tin tốc độ gốc mà 

chỉ báo hệ số tỷ lệ để tái tạo viđeo tại tốc độ gốc. Do đó, có thể tái tạo viđeo tại 

tốc độ tự nhiên theo hệ số tỷ lệ. 

[0737] 
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 Ngoài ra, thông tin tốc độ gốc có thể bao gồm tham số tử số và tham số 

mẫu số. Hệ số tỷ lệ có thể được chỉ báo bằng cách chia tham số tử số cho tham 

số mẫu số. Với điều này, có thể chỉ định chính xác hệ số tỷ lệ theo tham số tử số 

và tham số mẫu số. 

[0738] 

 Ngoài ra, đối với mỗi lớp con theo thời gian được bao gồm trong dòng 

bit, mạch của bộ mã hóa 100 có thể mã hóa, vào dòng bit, mức khả năng tương 

thích mà bộ giải mã 200 yêu cầu khi tái tạo viđeo tại tốc độ thứ hai. Với điều này, 

có thể chỉ định một cách hiệu quả lớp con theo thời gian để tái tạo viđeo tại tốc 

độ gốc, theo mức khả năng tương thích của bộ giải mã 200. 

[0739] 

 Ngoài ra, mạch của bộ mã hóa 100 có thể mã hóa, vào dòng bit, mức khả 

năng tương thích thứ nhất mà bộ giải mã 200 yêu cầu khi tái tạo viđeo tại tốc độ 

thứ nhất và mức khả năng tương thích thứ hai mà bộ giải mã 200 yêu cầu khi tái 

tạo viđeo tại tốc độ thứ hai. 

[0740] 

 Với điều này, có thể mã hóa mức khả năng tương thích để tái tạo viđeo 

tại tốc độ thứ nhất và mức khả năng tương thích để tái tạo viđeo tại tốc độ thứ 

hai. Theo đó, có thể xác định một cách hiệu quả liệu viđeo có thể được tái tạo tại 

tốc độ thứ nhất và liệu viđeo có thể được tái tạo tại tốc độ thứ hai hay không, 

theo mức khả năng tương thích của bộ giải mã 200. 

[0741] 

 Ngoài ra, tốc độ thứ nhất có thể tương ứng với chuyển động chậm hoặc 

chuyển động nhanh. Mạch của bộ mã hóa 100 có thể mã hóa, vào dòng bit, 

viđeo dưới dạng viđeo chuyển động chậm hoặc viđeo chuyển động nhanh. 

[0742] 

 Với điều này, có thể mã hóa thông tin liên quan đến tốc độ gốc khi viđeo 

được mã hóa dưới dạng viđeo chuyển động chậm hoặc viđeo chuyển động 
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nhanh. Theo đó, có thể tái tạo viđeo được mã hóa dưới dạng viđeo chuyển động 

chậm hoặc viđeo chuyển động nhanh tại tốc độ tự nhiên theo thông tin liên quan 

đến tốc độ gốc. 

[0743] 

 Ngoài ra, mạch của bộ mã hóa 100 có thể mã hóa thông tin chỉ báo mối 

quan hệ giữa tốc độ thứ nhất và tốc độ thứ hai. Với điều này, có thể chỉ định mối 

quan hệ giữa tốc độ gốc của viđeo và tốc độ của viđeo trong dòng bit. Theo đó, 

có thể thu nhận chính xác tốc độ tự nhiên của viđeo từ tốc độ của viđeo trong 

dòng bit, theo mối quan hệ này. 

[0744] 

 Ngoài ra, mạch của bộ mã hóa 100 có thể mã hóa thông tin tốc độ vào 

dòng bit. Ở đây, thông tin tốc độ là thông tin (i) liên quan đến các tốc độ bao 

gồm tốc độ thứ hai, (ii) để tái tạo viđeo tại từng tốc độ, và (iii) bao gồm thông 

tin tốc độ gốc. Với điều này, có thể tái tạo viđeo tại bất kỳ trong số nhiều tốc độ. 

[0745] 

 Ngoài ra, ví dụ, mạch của bộ mã hóa 100 có thể mã hóa, vào dòng bit, 

thông tin thời gian giải mã tương ứng với tốc độ thứ nhất. Ở đây, thông tin thời 

gian giải mã là thông tin liên quan đến thời gian giải mã của ảnh được bao gồm 

trong viđeo, và thông tin để tái tạo viđeo tại tốc độ thứ nhất. Ngoài ra, ví dụ, 

mạch của bộ mã hóa 100 có thể mã hóa thông tin thời gian xuất hình và thông 

tin thời gian giải mã vào thông tin tiêu đề hoặc SEI trong dòng bit. 

[0746] 

 Ngoài ra, ví dụ, bộ mã hóa entropy 110 của bộ mã hóa 100 có thể thực 

hiện hoạt động được mô tả nêu trên như mạch của bộ mã hóa 100. Bộ mã hóa 

entropy 110 cũng có thể thực hiện hoạt động được mô tả nêu trên kết hợp với 

các thành phần cấu thành khác. 

[0747] 

 Ngoài ra, bộ mã hóa 100 có thể hoạt động như thiết bị xuất dòng bit. Cụ 
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thể hơn, thiết bị xuất dòng bit có thể bao gồm mạch và bộ nhớ được kết nối tới 

mạch. 

[0748] 

 Mạch của thiết bị xuất dòng bit có thể mã hóa viđeo vào dòng bit và xuất 

ra dòng bit này. Ở đây, viđeo được chỉ định xuất ra tại tốc độ thứ nhất khác với 

tốc độ gốc của viđeo. Trong quá trình mã hóa viđeo, mạch của thiết bị xuất dòng 

bit có thể mã hóa, vào dòng bit, thông tin tốc độ gốc liên quan đến tốc độ thứ hai 

mà là tốc độ gốc của viđeo. 

[0749] 

 Với cấu hình này, có thể mã hóa vào dòng bit thông tin tốc độ gốc liên 

quan đến tốc độ gốc khác với tốc độ thứ nhất được chỉ định là tốc độ của viđeo, 

tức là tốc độ thứ hai mà là tốc độ tự nhiên của viđeo. Do đó, có thể tái tạo viđeo 

tại tốc độ tự nhiên từ dòng bit. 

[0750] 

 FIG.107 là lưu đồ mà chỉ báo xử lý cơ bản trong hoạt động giải mã được 

thực hiện bởi bộ giải mã 200. Ví dụ, bộ giải mã 200 bao gồm mạch và bộ nhớ 

được ghép nối tới mạch. Mạch và bộ nhớ được chứa trong bộ giải mã 200 có thể 

tương ứng với bộ xử lý b1 và bộ nhớ b2 được minh họa trong FIG.68. Mạch của 

bộ giải mã 200 thực hiện các bước sau đây khi hoạt động. 

[0751] 

 Ví dụ, mạch của bộ giải mã 200 giải mã viđeo từ dòng bit. Ở đây, viđeo 

được chỉ định xuất ra tại tốc độ thứ nhất khác với tốc độ gốc của viđeo. Ngoài ra, 

trong quá trình giải mã viđeo, mạch của bộ giải mã 200 giải mã, từ dòng bit, 

thông tin tốc độ gốc liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo 

(S601). 

[0752] 

 Với điều này, có thể giải mã, từ dòng bit thông tin tốc độ gốc liên quan 

đến tốc độ gốc khác với tốc độ thứ nhất được chỉ định là tốc độ của viđeo, tức là 
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tốc độ thứ hai mà là tốc độ tự nhiên của viđeo. Do đó, có thể tái tạo viđeo tại tốc 

độ tự nhiên từ dòng bit. 

[0753] 

 Ngoài ra, mạch của bộ giải mã 200 có thể giải mã, từ dòng bit, thông tin 

thời gian và thông tin tỷ lệ dưới dạng thông tin tốc độ gốc. Ngoài ra, tốc độ thứ 

hai được tính toán dựa trên thông tin thời gian và thông tin tỷ lệ. Theo đó, có thể 

chỉ định tốc độ thứ hai. Do đó, có thể thực hiện hoạt động tại tốc độ tự nhiên. 

[0754] 

 Ngoài ra, mạch của bộ giải mã 200 có thể giải mã, từ dòng bit, thông tin 

thời gian xuất hình liên quan đến thời gian xuất hình của viđeo. Với cấu hình 

này, có thể chỉ định thời gian xuất hình của viđeo. Ngoài ra, cũng có thể điều 

chỉnh thời gian xuất hình của viđeo. 

[0755] 

 Ngoài ra, mạch of bộ giải mã 200 có thể thu nhận tín hiệu. Mạch của bộ 

giải mã 200 có thể tái tạo viđeo tại tốc độ thứ nhất sử dụng thông tin thời gian 

xuất hình khi tín hiệu chỉ báo rằng viđeo sẽ được tái tạo tại tốc độ thứ nhất. 

Ngoài ra, mạch của bộ giải mã 200 có thể tái tạo viđeo tại tốc độ thứ hai sử dụng 

thông tin tốc độ gốc khi tín hiệu chỉ báo rằng viđeo sẽ được tái tạo tại tốc độ thứ 

hai. Với điều này, có thể chuyển đổi giữa xử lý tái tạo viđeo tại tốc độ thứ nhất 

bằng cách sử dụng thông tin thời gian xuất hình và xử lý tái tạo viđeo tại tốc độ 

thứ hai bằng cách sử dụng thông tin tốc độ gốc, theo tín hiệu. 

[0756] 

 Ngoài ra, mạch của bộ giải mã 200 có thể giải mã thông tin tốc độ gốc từ 

thông tin tiêu đề được bao gồm trong dòng bit. Với điều này, có thể giải mã một 

cách hiệu quả thông tin liên quan đến tốc độ gốc dưới dạng thông tin tiêu đề cho 

dữ liệu viđeo. 

[0757] 

 Ngoài ra, mạch của bộ giải mã 200 có thể giải mã thông tin tốc độ gốc từ 
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thông tin tăng cường bổ sung (SEI) được bao gồm trong dòng bit. Với điều này, 

có thể giải mã một cách hiệu quả thông tin liên quan đến tốc độ gốc dưới dạng 

thông tin bổ sung cho dữ liệu viđeo. 

[0758] 

 Ngoài ra, thông tin tốc độ gốc có thể chỉ báo khoảng cách ảnh của viđeo 

để tái tạo viđeo tại tốc độ thứ hai. Với điều này, có thể giải mã thông tin tốc độ 

gốc mà chỉ báo khoảng cách giữa các ảnh để tái tạo viđeo tại tốc độ gốc. Do đó, 

có thể tái tạo viđeo tại tốc độ tự nhiên theo khoảng cách giữa các ảnh. 

[0759] 

 Ngoài ra, thông tin tốc độ gốc có thể chỉ báo hệ số tỷ lệ của tốc độ thứ 

hai so với tốc độ thứ nhất. Với điều này, có thể giải mã thông tin tốc độ gốc mà 

chỉ báo hệ số tỷ lệ để tái tạo viđeo tại tốc độ gốc. Do đó, có thể tái tạo viđeo tại 

tốc độ tự nhiên theo hệ số tỷ lệ. 

[0760] 

 Ngoài ra, thông tin tốc độ gốc có thể bao gồm tham số tử số và tham số 

mẫu số. Hệ số tỷ lệ có thể được chỉ báo bằng cách chia tham số tử số cho tham 

số mẫu số. Với điều này, có thể chỉ định chính xác hệ số tỷ lệ theo tham số tử số 

và tham số mẫu số. 

[0761] 

 Ngoài ra, đối với mỗi lớp con theo thời gian được bao gồm trong dòng 

bit, mạch của bộ giải mã 200 có thể giải mã, từ dòng bit, mức khả năng tương 

thích mà bộ giải mã 200 yêu cầu khi tái tạo viđeo tại tốc độ thứ hai. Với điều này, 

có thể chỉ định một cách hiệu quả lớp con theo thời gian để tái tạo viđeo tại tốc 

độ gốc, theo mức khả năng tương thích của bộ giải mã 200. 

[0762] 

 Ngoài ra, mạch của bộ giải mã 200 có thể giải mã, từ dòng bit, mức khả 

năng tương thích thứ nhất mà bộ giải mã 200 yêu cầu khi tái tạo viđeo tại tốc độ 

thứ nhất và mức khả năng tương thích thứ hai mà bộ giải mã 200 yêu cầu khi tái 
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tạo viđeo tại tốc độ thứ hai. 

[0763] 

 Với điều này, có thể giải mã mức khả năng tương thích để tái tạo viđeo 

tại tốc độ thứ nhất và mức khả năng tương thích để tái tạo viđeo tại tốc độ thứ 

hai. Theo đó, có thể xác định một cách hiệu quả liệu viđeo có thể được tái tạo tại 

tốc độ thứ nhất và liệu viđeo có thể được tái tạo tại tốc độ thứ hai hay không, 

theo mức khả năng tương thích của bộ giải mã 200. 

[0764] 

 Ngoài ra, tốc độ thứ nhất có thể tương ứng với chuyển động chậm hoặc 

chuyển động nhanh. Mạch của bộ giải mã 200 có thể giải mã, từ dòng bit, viđeo 

được mã hóa vào dòng bit dưới dạng viđeo chuyển động chậm hoặc viđeo 

chuyển động nhanh. 

[0765] 

 Với điều này, có thể giải mã thông tin liên quan đến tốc độ gốc khi viđeo 

được mã hóa dưới dạng viđeo chuyển động chậm hoặc viđeo chuyển động 

nhanh được giải mã. Theo đó, có thể tái tạo viđeo được mã hóa dưới dạng viđeo 

chuyển động chậm hoặc viđeo chuyển động nhanh tại tốc độ tự nhiên theo thông 

tin liên quan đến tốc độ gốc. 

[0766] 

 Ngoài ra, mạch của bộ giải mã 200 có thể giải mã thông tin chỉ báo mối 

quan hệ giữa tốc độ thứ nhất và tốc độ thứ hai. Với điều này, có thể chỉ định mối 

quan hệ giữa tốc độ gốc của viđeo và tốc độ của viđeo trong dòng bit. Theo đó, 

có thể thu nhận chính xác tốc độ tự nhiên của viđeo từ tốc độ của viđeo trong 

dòng bit, theo mối quan hệ này. 

[0767] 

 Ngoài ra, mạch của bộ giải mã 200 có thể giải mã, từ dòng bit, thông tin 

tốc độ. Ở đây, thông tin tốc độ là thông tin (i) liên quan đến các tốc độ bao gồm 

tốc độ thứ hai, (ii) để tái tạo viđeo tại từng tốc độ, và (iii) bao gồm thông tin tốc 
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độ gốc. Với điều này, có thể tái tạo viđeo tại bất kỳ trong số nhiều tốc độ. 

[0768] 

 Ngoài ra, ví dụ, mạch của bộ giải mã 200 có thể giải mã, từ dòng bit, 

thông tin thời gian giải mã tương ứng với tốc độ thứ nhất. Ở đây, thông tin thời 

gian giải mã là thông tin liên quan đến thời gian giải mã của ảnh được bao gồm 

trong viđeo, và thông tin để tái tạo viđeo tại tốc độ thứ nhất. Ngoài ra, ví dụ, 

mạch của bộ giải mã 200 có thể giải mã thông tin thời gian xuất hình và thông 

tin thời gian giải mã từ thông tin tiêu đề hoặc SEI trong dòng bit. 

[0769] 

 Ngoài ra, ví dụ, bộ giải mã entropy 202 của bộ giải mã 200 có thể thực 

hiện hoạt động được mô tả nêu trên như mạch của bộ giải mã 200. Bộ giải mã 

entropy 202 cũng có thể thực hiện hoạt động được mô tả nêu trên kết hợp với 

các thành phần cấu thành khác. 

[0770] 

 Ngoài ra, phương tiện bất biến đọc được bởi máy tính mà lưu trữ dòng 

bit có thể được sử dụng. Dòng bit có thể bao gồm viđeo và thông tin tốc độ gốc. 

Ở đây, viđeo được chỉ định xuất ra tại tốc độ thứ nhất khác với tốc độ gốc của 

viđeo. Ngoài ra, thông tin tốc độ gốc là thông tin liên quan đến tốc độ thứ hai mà 

là tốc độ gốc của viđeo. 

[0771] 

 Với cấu hình này, có thể thu nhận, từ dòng bit thông tin tốc độ gốc liên 

quan đến tốc độ gốc khác với tốc độ thứ nhất được chỉ định là tốc độ của viđeo, 

tức là tốc độ thứ hai mà là tốc độ tự nhiên của viđeo. Do đó, có thể tái tạo viđeo 

tại tốc độ tự nhiên từ dòng bit. 

[0772] 

 Cần lưu ý rằng việc tái tạo có thể tương ứng với giải mã, xuất hình, hiển 

thị, hoặc bất kỳ sự kết hợp nào của việc giải mã, xuất hình và hiển thị. 
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[0773] 

 Ngoài ra, thông tin thời gian có thể tương ứng với tham số thời gian giải 

mã được mô tả ở trên, tham số thời gian xuất hình được mô tả ở trên, hoặc cả hai. 

Ngoài ra, thông tin tỷ lệ có thể tương ứng với hệ số tỷ lệ được mô tả ở trên. 

[0774] 

[Các ví dụ khác] 

 Bộ mã hóa 100 và bộ giải mã 200 trong mỗi ví dụ nêu trên có thể được 

sử dụng như là bộ mã hóa ảnh và bộ giải mã ảnh, một cách lần lượt, hoặc có thể 

được sử dụng là bộ mã hóa viđeo và bộ giải mã viđeo, một cách lần lượt. 

[0775] 

 Ngoài ra, bộ mã hóa 100 và bộ giải mã 200 có thể được sử dụng như là 

bộ mã hóa entropy và bộ giải mã entropy, một cách lần lượt. Ví dụ, bộ mã hóa 

100 và bộ giải mã 200 có thể tương ứng với chỉ bộ mã hóa entropy 110 và bộ 

giải mã entropy 202, một cách lần lượt. Các thành phần cấu thành có thể được 

chứa trong các thiết bị khác. 

[0776] 

 Ngoài ra, bộ mã hóa 100 có thể bao gồm bộ nhập và bộ xuất. Ví dụ, một 

hoặc nhiều ảnh được đưa vào bộ nhập của bộ mã hóa 100, và dòng bit được xuất 

ra từ bộ xuất của bộ mã hóa 100. Bộ giải mã 200 có thể cũng bao gồm bộ nhập 

và bộ xuất. Ví dụ, dòng bit được đưa vào bộ nhập của bộ giải mã 200, và một 

hoặc nhiều ảnh được xuất ra từ bộ xuất của bộ giải mã 200. Dòng bit có thể bao 

gồm các hệ số được lượng tử hóa mà việc mã hóa độ dài biến thiên được áp 

dụng tới và thông tin điều khiển. 

[0777] 

 Ngoài ra, thuật ngữ “mã hóa” có thể được thay thế bởi thuật ngữ khác 

như lưu trữ, bao gồm, ghi, mô tả, báo hiệu, gửi, thông báo, hoặc giữ và các thuật 

ngữ này có thể được hoán đổi. Ví dụ, mã hóa thông tin có thể là bao gồm thông 

tin trong dòng bit. Ngoài ra, việc mã hóa thông tin thành dòng bit có thể có 
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nghĩa rằng thông tin được mã hóa để tạo ra dòng bit bao gồm thông tin được mã 

hóa. 

[0778] 

 Ngoài ra, thuật ngữ “giải mã” có thể được thay thế bởi thuật ngữ khác 

như truy hồi, phân tích, đọc, tải, suy ra, thu nhận, thu, tách, hoặc khôi phục và 

các thuật ngữ này có thể được hoán đổi. Ví dụ, giải mã thông tin có thể là thu 

nhận thông tin từ dòng bit. Ngoài ra, việc giải mã thông tin từ dòng bit có thể có 

nghĩa rằng dòng bit được giải mã để thu nhận thông tin được chứa trong dòng 

bit. 

[0779] 

 Ngoài ra, ít nhất một phần của mỗi ví dụ được mô tả ở trên có thể được 

sử dụng như phương pháp mã hóa hoặc phương pháp giải mã, có thể được sử 

dụng như phương pháp lọc, hoặc có thể được sử dụng như phương pháp khác. 

[0780] 

 Ngoài ra, mỗi thành phần cấu thành có thể được tạo cấu trúc nhờ sử 

dụng phần cứng dành riêng, hoặc có thể được thực hiện bằng cách thực thi 

chương trình phần mềm thích hợp đối với thành phần cấu thành. Mỗi thành phần 

có thể được thực hiện bằng cách làm cho bộ thực thi chương trình như CPU 

hoặc bộ xử lý đọc ra và thực thi chương trình phần mềm được lưu trữ trên 

phương tiện như đĩa cứng hoặc bộ nhớ bán dẫn. 

[0781] 

 Cụ thể hơn, mỗi bộ mã hóa 100 và bộ giải mã 200 có thể bao gồm mạch 

xử lý và bộ lưu trữ mà được kết nối điện tới mạch xử lý và có thể truy nhập từ 

mạch xử lý. Ví dụ, mạch xử lý tương ứng với bộ xử lý a1 hoặc b1, và bộ lưu trữ 

tương ứng với bộ nhớ a2 hoặc b2. 

[0782] 

 Mạch xử lý bao gồm ít nhất một trong số phần cứng dành riêng và bộ 

thực thi chương trình, và thực hiện xử lý nhờ sử dụng bộ lưu trữ. Ngoài ra, khi 
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mạch xử lý bao gồm bộ thực thi chương trình, bộ lưu trữ lưu trữ chương trình 

phần mềm cần được thực thi bởi bộ thực thi chương trình. 

[0783] 

 Ví dụ của chương trình phần mềm được mô tả nêu trên là dòng bit. Dòng 

bit bao gồm ảnh được mã hóa và các cú pháp để thực hiện xử lý giải mã mà giải 

mã ảnh. Dòng bit làm cho bộ giải mã 200 thực hiện xử lý theo các cú pháp, và 

nhờ đó làm cho bộ giải mã 200 giải mã ảnh. Ngoài ra, ví dụ, phần mềm mà thực 

hiện bộ mã hóa 100, bộ giải mã 200, hoặc loại tương tự được mô tả nêu trên là 

chương trình được thể hiện dưới đây. 

[0784] 

 Ví dụ, chương trình này có thể khiến máy tính thực hiện phương pháp 

mã hóa bao gồm mã hóa viđeo thành dòng bit. Việc mã hóa viđeo bao gồm: mã 

hóa, vào dòng bit, thông tin thời gian xuất hình mà là thông tin (i) liên quan đến 

thời gian xuất hình của ảnh được bao gồm trong viđeo và (ii) để tái tạo viđeo tại 

tốc độ thứ nhất; và mã hóa, vào dòng bit, thông tin tốc độ gốc mà là thông tin (i) 

liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo và (ii) để tái tạo viđeo 

tại tốc độ thứ hai. 

[0785] 

 Ngoài ra, ví dụ, chương trình này có thể khiến máy tính thực hiện 

phương pháp giải mã bao gồm: giải mã viđeo từ dòng bit. Việc giải mã viđeo 

bao gồm: giải mã, từ dòng bit, thông tin thời gian xuất hình mà là thông tin (i) 

liên quan đến thời gian xuất hình của ảnh được bao gồm trong viđeo và (ii) để 

tái tạo viđeo tại tốc độ thứ nhất; và giải mã, từ dòng bit, thông tin tốc độ gốc mà 

là thông tin (i) liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo và (ii) để 

tái tạo viđeo tại tốc độ thứ hai. 

[0786] 

 Ngoài ra, mỗi thành phần cấu thành có thể là mạch như được mô tả nêu 

trên. Các mạch có thể bao gồm mạch chung, hoặc có thể là các mạch riêng biệt. 
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Ngoài ra, mỗi thành phần cấu thành có thể được thực hiện là bộ xử lý chung, 

hoặc có thể được thực hiện là bộ xử lý dành riêng. 

[0787] 

 Ngoài ra, xử lý mà được thực hiện bởi thành phần cấu thành cụ thể có 

thể được thực hiện bởi thành phần cấu thành khác. Ngoài ra, thứ tự thực thi xử 

lý có thể được cải biến, hoặc các xử lý có thể được thực hiện một cách song 

song. Ngoài ra, thiết bị mã hóa và giải mã có thể bao gồm bộ mã hóa 100 và bộ 

giải mã 200. 

[0788] 

 Ngoài ra, các số thứ tự như “thứ nhất” và “thứ hai” được sử dụng để giải 

thích có thể được thay đổi một cách thích hợp. Ngoài ra, số thứ tự có thể được 

gán mới tới thành phần, v.v, hoặc có thể được xóa khỏi thành phần, v.v. Ngoài ra, 

các số thứ tự có thể được gán tới các thành phần để phân biệt giữa các thành 

phần, và có thể không tương ứng với thứ tự có ý nghĩa. 

[0789] 

 Ngoài ra, ví dụ, cách diễn đạt “ít nhất một trong thành phần thứ nhất, 

thành phần thứ hai, hoặc thành phần thứ ba (hoặc một hoặc nhiều thành phần 

trong số thành phần thứ nhất, thành phần thứ hai, và thành phần thứ ba)” tương 

ứng với thành phần thứ nhất, thành phần thứ hai, thành phần thứ ba, hoặc bất kỳ 

sự kết hợp nào của thành phần thứ nhất, thành phần thứ hai, và thành phần thứ 

ba. 

[0790] 

 Mặc dù các khía cạnh của bộ mã hóa 100 và bộ giải mã 200 đã được mô 

tả dựa trên các ví dụ, các khía cạnh của bộ mã hóa 100 và bộ giải mã 200 không 

bị giới hạn ở các ví dụ này. Phạm vi của các khía cạnh của bộ mã hóa 100 và bộ 

giải mã 200 có thể bao hàm các phương án thu được bằng cách bổ sung, tới bất 

kỳ các phương án này, các loại cải biến khác nhau mà người có hiểu biết trung 

bình trong lĩnh vực kỹ thuật có thể hiểu được và các phương án có thể được tạo 
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cấu hình bằng cách kết hợp các thành phần cấu thành trong các phương án khác 

nhau, mà không đi chệch khỏi phạm vi của sáng chế. 

[0791] 

 Khía cạnh này có thể được thực hiện bằng cách kết hợp một hoặc nhiều 

khía cạnh được bộc lộ ở đây với ít nhất một phần của các khía cạnh khác theo 

sáng chế. Ngoài ra, khía cạnh này có thể được thực hiện bằng cách kết hợp, với 

các khía cạnh khác, một phần của các xử lý được thể hiện trong bất kỳ lưu đồ 

theo các khía cạnh, một phần của các cấu trúc của bất kỳ thiết bị, một phần của 

các cú pháp, v.v. 

[0792] 

[Các phương án thực hiện và các ứng dụng] 

 Như được mô tả trong mỗi phương án nêu trên, mỗi khối chức năng hoặc 

hoạt động có thể thường được thực hiện như là MPU (micro processing unit-Bộ 

vi xử lý) và bộ nhớ, chẳng hạn. Ngoài ra, các xử lý được thực hiện bởi mỗi khối 

chức năng có thể được thực hiện như là bộ thực thi chương trình, như bộ xử lý 

mà đọc và thực thi phần mềm (chương trình) được ghi trên phương tiện như 

ROM. Phần mềm có thể được phân phối. Phần mềm có thể được ghi trên các 

phương tiện khác nhau như bộ nhớ bán dẫn. Lưu ý rằng mỗi khối chức năng có 

thể cũng được thực hiện như là phần cứng (mạch dành riêng). 

[0793] 

 Xử lý được mô tả trong mỗi phương án có thể được thực hiện thông qua 

xử lý được tích hợp nhờ sử dụng một thiết bị (hệ thống), và, ngoài ra, có thể 

được thực hiện thông qua xử lý phi tập trung nhờ sử dụng nhiều thiết bị. Ngoài 

ra, bộ xử lý mà thực thi chương trình nêu trên có thể có một bộ xử lý hoặc nhiều 

bộ xử lý. Nói cách khác, việc xử lý được tích hợp có thể được thực hiện, và, 

ngoài ra, xử lý phi tập trung có thể được thực hiện. 

[0794] 

 Các phương án của sáng chế không bị giới hạn ở các phương án ví dụ 
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nêu trên; các cải biến khác nhau có thể được thực hiện đối với các phương án ví 

dụ, các kết quả của chúng cũng nằm trong phạm vi của các phương án theo sáng 

chế. 

[0795] 

 Tiếp theo, các ví dụ ứng dụng của phương pháp mã hóa ảnh động 

(phương pháp mã hóa ảnh) và phương pháp giải mã ảnh động (phương pháp giải 

mã ảnh) được mô tả trong mỗi phương án nêu trên sẽ được mô tả, cũng như các 

hệ thống khác nhau mà thực hiện các ví dụ ứng dụng. Hệ thống này có thể được 

đặc trưng là bao gồm bộ mã hóa ảnh mà sử dụng phương pháp mã hóa ảnh, bộ 

giải mã ảnh mà sử dụng phương pháp giải mã ảnh, hoặc bộ mã hóa-bộ giải mã 

ảnh mà bao gồm cả hai bộ mã hóa ảnh và bộ giải mã ảnh. Các cấu trúc khác của 

hệ thống này có thể được cải biến trên cơ sở từng trường hợp. 

[0796] 

[Các ví dụ sử dụng] 

 FIG.108 minh họa cấu trúc chung của hệ thống cung cấp nội dung ex100 

thích hợp để thực hiện dịch vụ phân phối nội dung. Vùng trong đó dịch vụ 

truyền thông được cung cấp được chia thành các tế bào có các kích cỡ mong 

muốn, và các trạm gốc ex106, ex107, ex108, ex109, và ex110, mà là các trạm 

không dây cố định trong ví dụ được minh họa, được bố trí trong các tế bào 

tương ứng. 

[0797] 

 Trong hệ thống cung cấp nội dung ex100, các thiết bị bao gồm máy tính 

ex111, thiết bị trò chơi ex112, camera ex113, thiết bị gia đình ex114, và điện 

thoại thông minh ex115 được kết nối tới internet ex101 thông qua nhà cung cấp 

dịch vụ internet ex102 hoặc mạng truyền thông ex104 và các trạm gốc ex106 

đến ex110. Hệ thống cung cấp nội dung ex100 có thể kết hợp và kết nối bất kỳ 

của các thiết bị nêu trên. Theo các cách thức thực hiện khác nhau, các thiết bị 

này có thể được kết nối trực tiếp hoặc gián tiếp với nhau thông qua mạng điện 
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thoại hoặc truyền thông trường gần, ngoài thông qua các trạm gốc ex106 đến 

ex110. Ngoài ra, máy chủ dòng ex103 có thể được kết nối tới các thiết bị bao 

gồm máy tính ex111, thiết bị trò chơi ex112, camera ex113, thiết bị gia đình 

ex114, và điện thoại thông minh ex115 thông qua, ví dụ, internet ex101. Máy 

chủ dòng ex103 có thể cũng được kết nối tới, ví dụ, thiết bị đầu cuối trong điểm 

truy nhập (hotspot) trong máy bay ex117 thông qua vệ tinh ex116. 

[0798] 

 Lưu ý rằng thay vì các trạm gốc ex106 đến ex110, các điểm truy nhập 

không dây hoặc hotspot có thể được sử dụng. Máy chủ dòng ex103 có thể được 

kết nối tới mạng truyền thông ex104 một cách trực tiếp thay vì thông qua 

internet ex101 hoặc nhà cung cấp dịch vụ internet ex102, và có thể được kết nối 

tới máy bay ex117 một cách trực tiếp thay vì thông qua vệ tinh ex116. 

[0799] 

 Camera ex113 là thiết bị có khả năng chụp ảnh tĩnh và viđeo, như 

camera số. Điện thoại thông minh ex115 là thiết bị điện thoại thông minh, điện 

thoại tế bào, hoặc điện thoại hệ thống truyền thông cầm tay cá nhân 

(PHS-personal handyphone system) mà có thể hoạt động dưới các tiêu chuẩn hệ 

thống truyền thông di động của các hệ thống 2G, 3G, 3,9G, và 4G, cũng như hệ 

thống thế hệ tiếp theo 5G. 

[0800] 

 Thiết bị gia đình ex114, ví dụ, là tủ lạnh hoặc thiết bị nằm trong hệ thống 

đồng phát pin nhiên liệu gia đình. 

[0801] 

 Trong hệ thống cung cấp nội dung ex100, thiết bị đầu cuối bao gồm chức 

năng chụp ảnh và/hoặc viđeo có khả năng, ví dụ, phát tạo dòng trực tiếp bằng 

cách kết nối tới máy chủ dòng ex103 thông qua, ví dụ, trạm gốc ex106. Khi phát 

tạo dòng trực tiếp, thiết bị đầu cuối (ví dụ, máy tính ex111, thiết bị trò chơi 

ex112, camera ex113, thiết bị gia đình ex114, điện thoại thông minh ex115, hoặc 
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thiết bị đầu cuối trong máy bay ex117) có thể thực hiện xử lý mã hóa được mô tả 

trong các phương án nêu trên trên ảnh tĩnh hoặc nội dung viđeo được thu bởi 

người dùng thông qua thiết bị đầu cuối, có thể ghép kênh dữ liệu viđeo thu được 

thông qua việc mã hóa và dữ liệu auđio thu được bằng cách mã hóa auđio tương 

ứng với viđeo, và có thể truyền dữ liệu thu được tới máy chủ dòng ex103. Nói 

cách khác, thiết bị đầu cuối thực hiện chức năng như bộ mã hóa ảnh theo một 

khía cạnh của sáng chế. 

[0802] 

 Máy chủ dòng ex103 tạo dòng dữ liệu nội dung được truyền tới các máy 

khách mà yêu cầu dòng. Các ví dụ máy khách bao gồm máy tính ex111, thiết bị 

trò chơi ex112, camera ex113, thiết bị gia đình ex114, điện thoại thông minh 

ex115, và các thiết bị đầu cuối bên trong máy bay ex117, mà có khả năng giải 

mã dữ liệu được mã hóa được mô tả nêu trên. Các thiết bị mà thu dữ liệu được 

tạo dòng giải mã và tái tạo dữ liệu thu được. Nói cách khác, mỗi thiết bị này có 

thể thực thể chức năng như là bộ giải mã ảnh, theo một khía cạnh của sáng chế. 

[0803] 

[Xử lý phi tập trung] 

 Máy chủ dòng ex103 có thể được thực hiện như là các máy chủ hoặc các 

máy tính mà giữa chúng các tác vụ như xử lý, ghi, và tạo dòng dữ liệu được 

phân chia. Ví dụ, máy chủ dòng ex103 có thể được thực hiện như là mạng phân 

phát nội dung (CDN-content delivery network) mà tạo dòng nội dung thông qua 

mạng mà kết nối các máy chủ biên nằm trên khắp thế giới. Trong CDN, máy chủ 

biên nằm gần về mặt vật lý với máy khách được gán động tới máy khách. Nội 

dung được lưu trữ đệm và được tạo dòng tới máy chủ biên để làm giảm thời gian 

tải. Trong trường hợp của, ví dụ, một vài loại lỗi hoặc thay đổi về kết nối, ví dụ, 

do sự tăng vọt lưu lượng, có thể tạo dòng dữ liệu ổn định tại các tốc độ cao, do 

có thể tránh được các phần bị ảnh hưởng của mạng, ví dụ, bằng cách phân chia 

xử lý giữa các máy chủ biên, hoặc chuyển đổi các nghĩa vụ tạo dòng tới máy chủ 

biên khác và tiếp tục tạo dòng. 
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[0804] 

 Việc phi tập trung không bị giới hạn ở chỉ việc phân chia xử lý để tạo 

dòng; việc mã hóa dữ liệu thu được có thể được phân chia giữa và được thực 

hiện bởi các thiết bị đầu cuối, trên phía máy chủ, hoặc cả hai. Trong một ví dụ, 

trong việc mã hóa thông thường, xử lý được thực hiện trong hai vòng. Vòng thứ 

nhất là để dò tìm ảnh phức tạp như thế nào dựa trên cơ sở theo từng khung hoặc 

từng cảnh, hoặc dò tìm tải mã hóa. Vòng thứ hai là cho việc xử lý mà duy trì 

chất lượng ảnh và cải thiện hiệu quả mã hóa. Ví dụ, có thể làm giảm tải xử lý 

của các thiết bị đầu cuối và cải thiện chất lượng và hiệu quả mã hóa của nội 

dung bằng cách bằng cách để cho các thiết bị đầu cuối thực hiện vòng thứ nhất 

để mã hóa và để cho phía máy chủ mà đã thu nội dung thực hiện vòng thứ hai để 

mã hóa. Trong trường hợp này, sau khi thu yêu cầu giải mã, có khả năng để cho 

dữ liệu được mã hóa thu được từ vòng thứ nhất được thực hiện bởi một thiết bị 

đầu cuối cần được thu và được tái tạo trên thiết bị đầu cuối khác trong xấp xỉ 

thời gian thực. Điều này làm cho có thể thực hiện việc tạo dòng theo thời gian 

thực, mượt mà. 

[0805] 

 Trong ví dụ khác, camera ex113 hoặc loại tương tự tách lượng đặc tính 

từ ảnh, nén dữ liệu liên quan đến lượng đặc tính như là siêu dữ liệu, và truyền 

siêu dữ liệu được nén tới máy chủ. Ví dụ, máy chủ xác định sự quan trọng của 

đối tượng dựa trên lượng đặc tính và thay đổi độ chính xác lượng tử hóa một 

cách tương ứng để thực hiện việc nén thích hợp đối với ý nghĩa (hoặc sự quan 

trọng nội dung) của ảnh. Dữ liệu lượng đặc tính là đặc biệt hiệu quả trong việc 

cải thiện độ chính xác và hiệu quả của việc dự đoán vectơ chuyển động trong 

việc thông qua nén thứ hai được thực hiện bởi máy chủ. Ngoài ra, việc mã hóa 

mà có tải xử lý tương đối thấp, như mã hóa độ dài biến thiên (VLC-variable 

length coding), có thể được xử lý bởi thiết bị đầu cuối, và việc mã hóa mà có tải 

xử lý tương đối cao, như mã hóa số học nhị phân thích nghi ngữ cảnh 

(CABAC-context-adaptive binary arithmetic coding), có thể được xử lý bởi máy 
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chủ. 

[0806] 

 Trong ví dụ khác, có các trường hợp trong đó các viđeo của gần như 

cùng cảnh hình được thu bởi các thiết bị đầu cuối trong, ví dụ, sân vận động, 

trung tâm mua sắm, hoặc nhà máy. Trong trường hợp này, ví dụ, việc mã hóa có 

thể được phi tập trung hóa bằng cách phân chia các tác vụ xử lý giữa các thiết bị 

đầu cuối mà thu các viđeo và, nếu cần thiết, các thiết bị đầu cuối khác mà không 

thu các viđeo, và máy chủ, trên trên cơ sở đơn vị. Các đơn vị có thể là, ví dụ, các 

nhóm của các ảnh (GOP-groups of pictures), các ảnh, hoặc các ô thu được từ 

việc phân chia ảnh. Điều này làm cho có thể làm giảm thời gian tải và thực hiện 

việc tạo dạng mà gần hơn với thời gian thực. 

[0807] 

 Do các viđeo là của gần như cùng cảnh hình, việc quản lý và/hoặc các 

lệnh có thể được thực hiện bởi máy chủ sao cho các viđeo được thu bởi các thiết 

bị đầu cuối có thể được tham chiếu chéo. Ngoài ra, máy chủ có thể thu dữ liệu 

được mã hóa từ các thiết bị đầu cuối, thay đổi quan hệ tham chiếu giữa các mục 

dữ liệu, hoặc hiệu chỉnh hoặc thay thế bản thân các ảnh, và sau đó thực hiện việc 

mã hóa. Điều này làm cho có thể tạo ra dòng có hiệu quả và chất lượng được 

tăng lên đối với các mục dữ liệu riêng biệt. 

[0808] 

 Ngoài ra, máy chủ có thể tạo dòng dữ liệu viđeo sau khi thực hiện việc 

chuyển mã để chuyển đổi khuôn dạng mã hóa của dữ liệu viđeo. Ví dụ, máy chủ 

có thể chuyển đổi khuôn dạng mã hóa từ MPEG thành VP (ví dụ, VP9), và có 

thể chuyển đổi H.264 thành H.265. 

[0809] 

 Theo cách này, việc mã hóa có thể được thực hiện bởi thiết bị đầu cuối 

hoặc một hoặc nhiều máy chủ. Do đó, mặc dù thiết bị mà thực hiện việc mã hóa 

được gọi là "máy chủ" hoặc "thiết bị đầu cuối" trong phần mô tả sau đây, một 
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vài hoặc tất cả xử lý được thực hiện bởi máy chủ có thể được thực hiện bởi thiết 

bị đầu cuối, và tương tự một vài hoặc tất cả xử lý được thực hiện bởi thiết bị đầu 

cuối có thể được thực hiện bởi máy chủ. Điều này cũng áp dụng tới các xử lý 

giải mã. 

[0810] 

[3D, Đa góc] 

 Có sự gia tăng về việc sử dụng các ảnh hoặc viđeo được kết hợp từ các 

ảnh hoặc viđeo của các cảnh hình khác nhau được thu một cách đồng thời, hoặc 

của cùng cảnh hình được thu từ các góc khác nhau, bởi các thiết bị đầu cuối như 

camera ex113 và/hoặc điện thoại thông minh ex115. Các viđeo thu được bởi các 

thiết bị đầu cuối được kết hợp dựa trên, ví dụ, quan hệ vị trí tương đối thu được 

một cách riêng biệt giữa các thiết bị đầu cuối, hoặc các vùng trong viđeo mà có 

các điểm đặc tính tương hợp. 

[0811] 

 Ngoài việc mã hóa của các ảnh động hai chiều, máy chủ có thể mã hóa 

ảnh tĩnh dựa trên phân tích cảnh hình của ảnh động, một cách tự động hoặc tại 

thời điểm được chỉ rõ bởi người dùng, và truyền ảnh tĩnh được mã hóa tới thiết 

bị đầu cuối thu. Ngoài ra, khi máy chủ có thể thu nhận quan hệ vị trí tương đối 

giữa các thiết bị đầu cuối thu viđeo, ngoài các ảnh động hai chiều, máy chủ có 

thể tạo ra hình ba chiều của cảnh hình dựa trên viđeo của cùng cảnh hình thu 

được từ các góc khác nhau. Máy chủ có thể mã hóa riêng biệt dữ liệu ba chiều 

được tạo ra từ, ví dụ, mô hình điểm đám mây và, dựa trên kết quả nhận biết hoặc 

dõi theo người hoặc đối tượng sử dụng dữ liệu ba chiều, có thể lựa chọn hoặc 

khôi phục và tạo ra viđeo cần được truyền tới thiết bị đầu cuối thu, từ các viđeo 

thu được bởi các thiết bị đầu cuối. 

[0812] 

 Điều này cho phép người dùng thưởng thực cảnh hình bằng cách lựa 

chọn tự do các viđeo tương ứng với các thiết bị đầu cuối thu viđeo, và cho phép 
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người dùng thưởng thức nội dung thu được bằng cách tách viđeo tại điểm nhìn 

được lựa chọn từ dữ liệu ba chiều được khôi phục từ các ảnh hoặc viđeo. Ngoài 

ra, như đối với viđeo, âm thanh có thể được ghi từ các góc khác nhau tương đối, 

và máy chủ có thể ghép kênh auđio từ góc hoặc không gian cụ thể với viđeo 

tương ứng, và truyền viđeo và auđio được ghép kênh. 

[0813] 

 Trong những năm gần đây, nội dung mà là kết hợp của thế giới thực và 

thế giới ảo, như nội dung thực tế ảo (VR-virtual reality) và thực tế tăng cường 

(AR), cũng đã trở nên phổ biến. Trong trường hợp của các ảnh VR, máy chủ có 

thể tạo ra các ảnh từ các điểm nhìn của cả mắt trái và mắt phải, và thực hiện việc 

mã hóa mà cho phép sự tham chiếu giữa hai ảnh điểm nhìn, như mã hóa đa cảnh 

nhìn (MVC-multi-view coding), và, ngoài ra, có thể mã hóa các ảnh như là các 

dòng riêng biệt mà không có tham chiếu. Khi các ảnh được giải mã như là các 

dòng riêng biệt, các dòng có thể được đồng bộ hóa khi được tái tạo, để tạo ra lại 

không gian ba chiều ảo theo điểm nhìn của người dùng. 

[0814] 

 Trong trường hợp của các ảnh AR, máy chủ xếp chồng thông tin đối 

tượng ảo tồn tại trong không gian ảo lên thông tin camera mà biểu diễn không 

thế giới thực, dựa trên vị trí ba chiều hoặc chuyển động từ góc nhìn của người 

dùng. Bộ giải mã có thể thu nhận hoặc lưu trữ thông tin đối tượng ảo và dữ liệu 

ba chiều, tạo ra các ảnh hai chiều dựa trên chuyển động từ góc nhìn của người 

dùng, và sau đó tạo ra dữ liệu được xếp chồng bằng cách kết nối liền mạch các 

ảnh. Ngoài ra, bộ giải mã có thể truyền, tới máy chủ, chuyển động từ góc nhìn 

của người dùng ngoài yêu cầu đối với thông tin đối tượng ảo. Máy chủ có thể 

tạo ra dữ liệu được xếp chồng dựa trên dữ liệu ba chiều được lưu trữ trong máy 

chủ theo chuyển động thu được, và mã hóa và tạo dòng dữ liệu được xếp chồng 

được tạo ra tới bộ giải mã. Lưu ý rằng dữ liệu được xếp chồng bao gồm, ngoài 

các giá trị RGB, giá trị α mà chỉ báo độ trong suốt, và máy chủ thiết lập giá trị α 

đối với các phân vùng khác ngoài đối tượng được tạo ra từ dữ liệu ba chiều 
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thành, ví dụ, 0, và có thể thực hiện việc mã hóa trong khi các phân vùng này là 

trong suốt. Ngoài ra, máy chủ có thể thiết lập nền thành giá trị RGB được xác 

định, như khóa màu, và tạo ra dữ liệu trong đó các vùng khác ngoài đối tượng 

được thiết lập như là nền. 

[0815] 

 Việc giải mã dữ liệu được tạo dòng tương tự có thể được thực hiện bởi 

máy khách (tức là, các thiết bị đầu cuối), trên phía máy chủ, hoặc được phân 

chia giữa chúng. Trong một ví dụ, một thiết bị đầu cuối có thể truyền yêu cầu 

thu tới máy chủ, nội dung được yêu cầu có thể được thu và được giải mã bởi 

thiết bị đầu cuối khác, và tín hiệu được giải mã có thể được truyền tới thiết bị 

mà có màn hình. Có thể tái tạo dữ liệu chất lượng ảnh cao bằng xử lý phi tập 

trung và lựa chọn một cách thích hợp nội dung bất kể khả năng xử lý của bản 

thân thiết bị đầu cuối truyền thông. Trong ví dụ khác, trong khi TV, ví dụ, đang 

thu dữ liệu ảnh mà có kích cỡ lớn, vùng của ảnh, như lát thu được bằng cách 

phân chia ảnh, có thể được giải mã và được hiển thị trên thiết bị đầu cuối cá 

nhân hoặc các thiết bị đầu cuối của người xem hoặc các người xem TV. Điều 

này làm cho các người xem có thể chia sẻ cảnh nhìn ảnh lớn cũng như làm cho 

mỗi người dùng có thể kiểm tra vùng được gán, hoặc kiểm tra vùng một cách chi 

tiết gần hơn. 

[0816] 

 Trong các trường hợp trong đó các kết nối không dây là khả dụng trên 

các khoảng cách gần, trung bình, và xa, trong nhà hoặc ngoài nhà, có thể thu 

không ngắt quãng nội dung nhờ sử dụng tiêu chuẩn hệ thống tạo dòng như 

MPEG-Tạo dòng thích nghi động trên HTTP (Dynamic Adaptive Streaming 

over HTTP) (MPEG-DASH). Người dùng có thể chuyển đổi giữa dữ liệu trong 

thời gian thực trong khi lựa chọn tự do bộ giải mã hoặc thiết bị hiển thị bao gồm 

thiết bị đầu cuối của người dùng, các màn hình được bố trí trong nhà hoặc ngoài 

nhà, v.v. Ngoài ra, sử dụng, ví dụ, thông tin về vị trí của người dùng, việc giải 

mã có thể được thực hiện trong khi chuyển đổi thiết bị đầu cuối nào mà xử lý 
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việc giải mã và thiết bị đầu cuối nào mà xử lý việc hiển thị nội dung. Điều này 

làm cho có thể ánh xạ và hiển thị thông tin, trong khi người dùng đang di 

chuyển theo tuyến tới đích, trên tường của tòa nhà ở gần trong đó thiết bị có khả 

năng hiển thị nội dung được gắn vào, hoặc trên một phần của mặt đất. Ngoài ra, 

cũng có thể chuyển đổi tốc độ bit của dữ liệu thu được dựa trên khả năng truy 

nhập tới dữ liệu được mã hóa trên mạng, như khi dữ liệu được mã hóa được lưu 

trữ đệm trên máy chủ có thể truy nhập nhanh chóng từ thiết bị đầu cuối thu, 

hoặc khi dữ liệu được mã hóa được sao chép tới máy chủ biên trong dịch vụ 

phân phát nội dung. 

[0817] 

[Tối ưu hóa trang mạng] 

 FIG.109 minh họa ví dụ về màn hiển thị của trang mạng trên máy tính 

ex111, chẳng hạn. FIG.110 minh họa ví dụ về màn hiển thị của trang mạng trên 

điện thoại thông minh ex115, chẳng hạn. Như được minh họa trong FIG.109 và 

FIG.110, trang mạng có thể bao gồm nhiều liên kết ảnh mà là các liên kết tới nội 

dung ảnh, và sự xuất hiện của trang mạng khác nhau phụ thuộc vào thiết bị được 

sử dụng để xem trang mạng. Khi các liên kết ảnh có thể xem được trên màn ảnh, 

cho đến khi người dùng lựa chọn rõ ràng liên kết ảnh, hoặc cho đến khi liên kết 

ảnh nằm trong xấp xỉ trung tâm của màn ảnh hoặc toàn bộ liên kết ảnh vừa vặn 

trong màn ảnh, thiết bị hiển thị (bộ giải mã) có thể hiển thị, như là các liên kết 

ảnh, các ảnh tĩnh được chứa trong nội dung hoặc các ảnh I; có thể hiển thị viđeo 

như gif động nhờ sử dụng các ảnh tĩnh hoặc các ảnh I; hoặc có thể thu chỉ lớp cơ 

sở, và giải mã và hiển thị viđeo. 

[0818] 

 Khi liên kết ảnh được lựa chọn bởi người dùng, thiết bị hiển thị thực 

hiện việc giải mã trong khi gán mức ưu tiên cao nhất tới lớp cơ sở. Lưu ý rằng 

nếu có thông tin trong mã Ngôn ngữ đánh dấu siêu văn bản (HTML-HyperText 

Markup Language) của trang mạng mà chỉ báo rằng nội dung có thể mở rộng, 

thiết bị hiển thị có thể giải mã tối đa tới lớp nâng cao. Ngoài ra, để đảm bảo sự 
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tái tạo thời gian thực, trước khi việc lựa chọn được thực hiện hoặc khi băng 

thông bị giới hạn nghiêm ngặt, thiết bị hiển thị có thể làm giảm độ trễ giữa thời 

điểm mà tại đó ảnh đầu được giải mã và thời điểm mà tại đó ảnh được giải mã 

được hiển thị (tức là, độ trễ giữa lúc bắt đầu của việc giải mã nội dung để lúc 

hiển thị nội dung) bằng cách giải mã và hiển thị chỉ các ảnh tham chiếu chuyển 

tiếp (ảnh I, ảnh P, ảnh tham chiếu chuyển tiếp B). Ngoài ra, thiết bị hiển thị có 

thể bỏ qua có mục đích quan hệ tham chiếu giữa các ảnh, và giải mã thô tất cả 

ảnh B và P như là các ảnh tham chiếu chuyển tiếp, và sau đó thực hiện việc giải 

mã bình thường khi số lượng ảnh thu được theo thời gian tăng lên. 

[0819] 

[Lái xe tự trị] 

 Khi truyền và thu ảnh tĩnh hoặc dữ liệu viđeo như thông tin bản đồ hai 

chiều hoặc ba chiều để lái xe tự trị hoặc lái xe hỗ trợ của xe ôtô, thiết bị đầu cuối 

thu có thể thu, ngoài dữ liệu ảnh thuộc về một hoặc nhiều lớp, thông tin về, ví dụ, 

thời tiết hoặc công trình đường xá như là siêu dữ liệu, và kết hợp siêu dữ liệu 

với dữ liệu ảnh sau khi giải mã. Lưu ý rằng siêu dữ liệu có thể được gán trên lớp 

và, ngoài ra, có thể được ghép kênh một cách đơn giản với dữ liệu ảnh. 

[0820] 

 Trong trường hợp này, do ôtô, thiết bị bay không người lái, máy bay, v.v, 

chứa thiết bị đầu cuối thu là di động, thiết bị đầu cuối thu có thể thu không gián 

đoạn và thực hiện việc giải mã trong khi chuyển đổi giữa các trạm gốc trong số 

các trạm gốc ex106 đến ex110 bằng cách truyền thông tin mà chỉ báo vị trí của 

thiết bị đầu cuối thu. Ngoài ra, theo việc lựa chọn được thực hiện bởi người 

dùng, tình huống của người dùng, và/hoặc băng thông của kết nối, thiết bị đầu 

cuối thu có thể lựa chọn động ở mức nào siêu dữ liệu được thu nhận, hoặc ở 

mức độ nào thông tin bản đồ, ví dụ, được cập nhật. 

[0821] 

 Trong hệ thống cung cấp nội dung ex100, máy khách có thể thu, giải mã, 
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và tái tạo, trong thời gian thực, thông tin được mã hóa được truyền bởi người 

dùng. 

[0822] 

[Tạo dòng nội dung riêng biệt] 

 Trong hệ thống cung cấp nội dung ex100, ngoài chất lượng ảnh cao, nội 

dung dài được phân phối bởi thực thể phân phối viđeo, việc tạo dòng đơn hướng 

hoặc đa hướng của chất lượng ảnh thấp, và nội dung ngắn từ cá nhân cũng khả 

dụng. Nội dung từ các cá nhân này có thể tăng phổ biến hơn nữa . Máy chủ có 

thể đầu tiên thực hiện xử lý chỉnh sửa về nội dung trước xử lý mã hóa, để tinh 

chỉnh nội dung cá nhân. Điều này có thể đạt được nhờ sử dụng cấu trúc sau đây, 

chẳng hạn. 

[0823] 

 Trong thời gian thực trong khi thu nội dung viđeo hoặc ảnh, hoặc sau khi 

nội dung được thu và được tích lũy, máy chủ thực hiện xử lý nhận biết dựa trên 

dữ liệu thô hoặc dữ liệu được mã hóa, như xử lý lỗi thu, xử lý tìm kiếm cảnh 

hình, phân tích ý nghĩa, và/hoặc xử lý dò tìm đối tượng. Sau đó, dựa trên kết quả 

của xử lý nhận biết, máy chủ - khi được gợi ý hoặc một cách tự động - biên tập 

nội dung, các ví dụ của việc này bao gồm: hiệu chỉnh như tập trung và/hoặc hiệu 

chỉnh độ mờ chuyển động; loại bỏ các cảnh hình có mức ưu tiên thấp như các 

cảnh hình mà có độ sáng thấp so với các ảnh khác, hoặc nằm ngoài dải tập 

trung; điều chỉnh biên đối tượng; và điều chỉnh tông màu. Máy chủ mã hóa dữ 

liệu được biên tập dựa trên kết quả biên tập. Đã được biết rằng các viđeo quá dài 

có xu hướng thu hút ít người xem hơn. Do đó, để giữ nội dung trong thời gian cụ 

thể mà tỷ lệ với độ dài của viđeo gốc, máy chủ có thể, ngoài các cảnh hình có 

mức ưu tiên thấp được mô tả nêu trên, tự động cắt các cảnh hình có sự di chuyển 

thấp, dựa trên kết quả xử lý ảnh. Ngoài ra, máy chủ có thể tạo ra và mã hóa 

thông báo viđeo dựa trên kết quả phân tích ý nghĩa của cảnh hình. 

[0824] 
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 Có thể có các trường hợp trong đó nội dung cá nhân có thể bao gồm nội 

dung mà xâm phạm quyền tác giả, quyền tinh thần, các quyền hình tượng, v.v. 

Trường hợp này có thể dẫn đến trường hợp bất lợi cho người sáng tạo, như khi 

nội dung được chia sẻ ngoài phạm vi được dự định bởi người sáng tạo. Do đó, 

trước khi mã hóa, máy chủ có thể, ví dụ, biên tập các ảnh để làm mờ các khuôn 

mặt của người trong biên ngoài của màn ảnh hoặc làm mờ phần bên trong của 

ngôi nhà, chẳng hạn. Ngoài ra, máy chủ có thể có cấu trúc để nhận biết các 

khuôn mặt của người ngoài người được đăng ký trong các ảnh cần được mã hóa, 

và khi các khuôn mặt này xuất hiện trong ảnh, có thể áp dụng bộ lọc khảm, ví dụ, 

tới khuôn mặt của người. Ngoài ra, theo xử lý trước hoặc sau để mã hóa, người 

dùng có thể chỉ rõ, đối với các lý do quyền tác giả, vùng của ảnh bao gồm người 

hoặc vùng của nền cần được xử lý. Máy chủ có thể xử lý vùng được chỉ rõ bằng 

cách, ví dụ, thay thế vùng này bằng ảnh khác, hoặc làm mờ vùng này. Nếu vùng 

này bao gồm người, người này có thể được dõi theo trong ảnh động, và vùng 

đầu của người có thể được thay thế bằng ảnh khác khi người này di chuyển. 

[0825] 

 Do có nhu cầu đối với việc xem thời gian thực của nội dung được sản 

xuất bởi các cá nhân, mà có xu hướng có kích cỡ dữ liệu nhỏ, bộ giải mã đầu 

tiên thu lớp cơ sở như là mức ưu tiên cao nhất, và thực hiện việc giải mã và tái 

tạo, mặc dù điều này có thể khác nhau phụ thuộc vào băng thông. Khi nội dung 

được tái tạo hai lần hoặc nhiều hơn, như khi bộ giải mã thu lớp nâng cao trong 

khi giải mã và tái tạo của lớp gốc, và tạo vòng việc tái tạo, bộ giải mã có thể tái 

tạo viđeo chất lượng ảnh cao bao gồm lớp nâng cao. Nếu dòng được mã hóa nhờ 

sử dụng việc mã hóa có thể mở rộng này, viđeo có thể có chất lượng thấp khi 

trong trạng thái không được lựa chọn hoặc tại lúc bắt đầu viđeo, nhưng có thể 

mang lại trải nghiệm trong đó chất lượng ảnh của dòng tăng lên dần theo cách 

thức thông minh. Điều này không bị giới hạn tới chỉ việc mã hóa có thể mở 

rộng; trải nghiệm tương tự có thể được đề xuất bằng cách cấu hình một dòng từ 

dòng chất lượng thấp được tái tạo trong lần đầu tiên và dòng thứ hai được mã 
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hóa nhờ sử dụng dòng thứ nhất như là tham chiếu. 

[0826] 

[Cách thức thực hiện khác và các ví dụ ứng dụng] 

 Việc mã hóa và giải mã có thể được thực hiện bởi LSI (large scale 

integration mạch-Mạch tích hợp cỡ lớn) ex500 (xem FIG.108), mà thường được 

chứa trong mỗi thiết bị đầu cuối. LSI ex500 có thể được cấu thành từ một chip 

hoặc nhiều chip. Phần mềm để mã hóa và giải mã các ảnh động có thể được tích 

hợp vào một vài loại phương tiện (như CD-ROM, đĩa mềm, hoặc đĩa cứng) mà 

có thể đọc được bởi, ví dụ, máy tính ex111, và việc mã hóa và giải mã có thể 

được thực hiện nhờ sử dụng phần mềm. Ngoài ra, khi điện thoại thông minh 

ex115 được trang bị camera, dữ liệu viđeo thu được bởi camera có thể được 

truyền. Trong trường hợp này, dữ liệu viđeo được mã hóa bởi LSI ex500 được 

chứa trong điện thoại thông minh ex115. 

[0827] 

 Lưu ý rằng LSI ex500 có thể được cấu hình để tải xuống và kích hoạt 

ứng dụng. Trong trường hợp này, thiết bị đầu cuối đầu tiên xác định rằng có 

tương thích với phương pháp được sử dụng để mã hóa nội dung hay không, hoặc 

có thể thực hiện dịch vụ cụ thể hay không. Khi thiết bị đầu cuối không tương 

thích với phương pháp mã hóa của nội dung, hoặc khi thiết bị đầu cuối không có 

khả năng thực hiện dịch vụ cụ thể, thiết bị đầu cuối đầu tiên tải xuống phần mềm 

mã hóa-giải mã hoặc ứng dụng và sau đó thu nhận và tái tạo nội dung. 

[0828] 

 Ngoài ví dụ về hệ thống cung cấp nội dung ex100 mà sử dụng internet 

ex101, ít nhất bộ mã hóa ảnh động (bộ mã hóa ảnh) hoặc bộ giải mã ảnh động 

(bộ giải mã ảnh) được mô tả trong các phương án nêu trên có thể được thực hiện 

trong hệ thống quảng bá số. Xử lý mã hóa và xử lý giải mã giống nhau có thể 

được áp dụng để truyền và thu các sóng vô tuyến quảng bá được xếp chồng với 

dữ liệu auđio và viđeo được ghép kênh nhờ sử dụng, ví dụ, vệ tinh, mặc dù điều 
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này hướng tới phát đa hướng, trong khi phát đơn hướng là dễ dàng hơn đối với 

hệ thống cung cấp nội dung ex100. 

[0829] 

[Cấu trúc phần cứng] 

 FIG.111 minh họa các chi tiết cụ thể hơn của điện thoại thông minh 

ex115 được thể hiện trên FIG.108. FIG.112 minh họa ví dụ cấu trúc của điện 

thoại thông minh ex115. Điện thoại thông minh ex115 bao gồm anten ex450 để 

truyền và thu các sóng vô tuyến tới và từ trạm gốc ex110, camera ex465 có khả 

năng thu viđeo và các ảnh tĩnh, và màn hình ex458 mà hiển thị dữ liệu được giải 

mã, như viđeo được thu bởi camera ex465 và viđeo được thu bởi anten ex450. 

Điện thoại thông minh ex115 còn bao gồm giao diện người dùng ex466 như 

panen chạm, bộ xuất auđio ex457 như loa để xuất lời nói hoặc auđio khác, bộ 

nhập auđio ex456 như micrôphôn để nhập auđio, bộ nhớ ex467 có khả năng lưu 

trữ dữ liệu được giải mã như viđeo hoặc các ảnh tĩnh được chụp, auđio được ghi, 

viđeo hoặc các ảnh tĩnh được thu nhận, và thư, cũng như dữ liệu được giải mã, 

và khe ex464 mà là giao diện cho môđun nhận dạng thuê bao (SIM) ex468 để ủy 

quyền truy nhập tới mạng và dữ liệu khác nhau. Lưu ý rằng bộ nhớ ngoài có thể 

được sử dụng thay vì bộ nhớ ex467. 

[0830] 

 Bộ điều khiển chính ex460, mà điều khiển toàn diện màn hình ex458 và 

giao diện người dùng ex466, mạch cấp điện ex461, bộ điều khiển đầu vào giao 

diện người dùng ex462, bộ xử lý tín hiệu viđeo ex455, giao diện camera ex463, 

bộ điều khiển hiển thị ex459, bộ điều chế/bộ giải điều chế ex452, bộ ghép 

kênh/bộ giải ghép kênh ex453, bộ xử lý tín hiệu auđio ex454, khe ex464, và bộ 

nhớ ex467 được kết nối thông qua kênh truyền ex470. 

[0831] 

 Khi người dùng bật nút nguồn của mạch cấp điện ex461, điện thoại 

thông minh ex115 được bật thành trạng thái có thể hoạt động, và mỗi thành phần 
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được cấp điện từ bộ pin. 

[0832] 

 Điện thoại thông minh ex115 thực hiện xử lý để, ví dụ, gọi và truyền dữ 

liệu, dựa trên điều khiển được thực hiện bởi bộ điều khiển chính ex460, mà bao 

gồm CPU, ROM, và RAM. Khi thực hiện cuộc gọi, tín hiệu auđio được ghi bởi 

bộ nhập auđio ex456 được chuyển đổi thành tín hiệu auđio số bởi bộ xử lý tín 

hiệu auđio ex454, mà xử lý trải phổ được áp dụng tới bởi bộ điều chế/bộ giải 

điều chế ex452 và chuyển đổi số-tương tự, và xử lý chuyển đổi tần số được áp 

dụng bởi bộ truyền/bộ thu ex451, và tín hiệu cuối cùng được truyền thông qua 

anten ex450. Dữ liệu thu được được khuếch đại, được chuyển đổi tần số, và 

được chuyển đổi tương tự-số, được xử lý trải phổ ngược bởi bộ điều chế/bộ giải 

điều chế ex452, được chuyển đổi thành tín hiệu auđio tương tự bởi bộ xử lý tín 

hiệu auđio ex454, và sau đó được xuất ra từ bộ xuất auđio ex457. Trong chế độ 

truyền dữ liệu, văn bản, ảnh tĩnh, hoặc dữ liệu viđeo được truyền bởi bộ điều 

khiển chính ex460 thông qua bộ điều khiển đầu vào giao diện người dùng ex462 

dựa trên hoạt động của giao diện người dùng ex466 của khối chính, chẳng hạn. 

Xử lý truyền và thu tương tự được thực hiện. Trong chế độ truyền dữ liệu, khi 

gửi viđeo, ảnh tĩnh, hoặc viđeo và auđio, bộ xử lý tín hiệu viđeo ex455 mã hóa 

nén, thông qua phương pháp mã hóa ảnh động được mô tả trong các phương án 

nêu trên, tín hiệu viđeo được lưu trữ trong bộ nhớ ex467 hoặc tín hiệu viđeo 

được đưa vào từ camera ex465, và truyền dữ liệu viđeo được mã hóa tới bộ ghép 

kênh/bộ giải ghép kênh ex453. Bộ xử lý tín hiệu auđio ex454 mã hóa tín hiệu 

auđio được ghi bởi bộ nhập auđio ex456 trong khi camera ex465 đang thu viđeo 

hoặc ảnh tĩnh, và truyền dữ liệu auđio được mã hóa tới bộ ghép kênh/bộ giải 

ghép kênh ex453. Bộ ghép kênh/bộ giải ghép kênh ex453 ghép kênh dữ liệu 

viđeo được mã hóa và dữ liệu auđio được mã hóa nhờ sử dụng phương pháp 

được xác định, điều chế và chuyển đổi dữ liệu nhờ sử dụng bộ điều chế/bộ giải 

điều chế (mạch điều chế/mạch giải điều chế) ex452 và bộ truyền/bộ thu ex451, 

và truyền kết quả thông qua anten ex450. 
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[0833] 

 Khi viđeo được kèm trong thư điện tử hoặc cuộc nói chuyện, hoặc viđeo 

được liên kết từ trang mạng, được thu nhận, ví dụ, để giải mã dữ liệu được ghép 

kênh thu được thông qua anten ex450, bộ ghép kênh/bộ giải ghép kênh ex453 

giải ghép kênh dữ liệu được ghép kênh để phân chia dữ liệu được ghép kênh 

thành dòng bit của dữ liệu viđeo và dòng bit của dữ liệu auđio, cấp dữ liệu viđeo 

được mã hóa tới bộ xử lý tín hiệu viđeo ex455 thông qua kênh truyền đồng bộ 

ex470, và cấp dữ liệu auđio được mã hóa tới bộ xử lý tín hiệu auđio ex454 thông 

qua kênh truyền đồng bộ ex470. Bộ xử lý tín hiệu viđeo ex455 giải mã tín hiệu 

viđeo nhờ sử dụng phương pháp giải mã ảnh động tương ứng với phương pháp 

mã hóa ảnh động được mô tả trong các phương án nêu trên, và viđeo hoặc ảnh 

tĩnh được chứa trong tệp ảnh động được liên kết được hiển thị trên màn hình 

ex458 thông qua bộ điều khiển hiển thị ex459. Bộ xử lý tín hiệu auđio ex454 

giải mã tín hiệu auđio và xuất auđio từ bộ xuất auđio ex457. Do việc tạo dòng 

thời gian thực đang trở nên phổ biến hơn, có thể có các trường hợp trong đó việc 

tái tạo auđio có thể không thích hợp về mặt xã hội, phụ thuộc vào môi trường 

của người dùng. Do đó, đối với giá trị khởi tạo, cấu hình trong đó chỉ dữ liệu 

viđeo được tái tạo, tức là, tín hiệu auđio không được tái tạo, có thể được ưu tiên; 

và auđio có thể được đồng bộ và được tái tạo chỉ khi đầu vào được thu từ người 

dùng mà nhấn dữ liệu viđeo chẳng hạn. 

[0834] 

 Mặc dù điện thoại thông minh ex115 được sử dụng trong ví dụ nêu trên, 

ba cách thức thực hiện khác có thể được đề xuất: thiết bị đầu cuối thu phát bao 

gồm cả bộ mã hóa và bộ giải mã; thiết bị đầu cuối truyền bao gồm chỉ bộ mã 

hóa; và thiết bị đầu cuối thu bao gồm chỉ bộ giải mã. Trong phần mô tả của hệ 

thống quảng bá số, ví dụ được đưa ra trong đó dữ liệu được ghép kênh thu được 

như là kết quả của dữ liệu viđeo được ghép kênh với dữ liệu auđio được thu 

hoặc được truyền. Tuy nhiên, dữ liệu được ghép kênh, có thể là dữ liệu viđeo 

được ghép kênh với dữ khác ngoài dữ liệu auđio, như dữ liệu văn bản liên quan 
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đến viđeo. Ngoài ra, bản thân dữ liệu viđeo ngoài dữ liệu được ghép kênh có thể 

được thu hoặc được truyền. 

[0835] 

 Mặc dù bộ điều khiển chính ex460 bao gồm CPU được mô tả là điều 

khiển các xử lý mã hóa hoặc giải mã, các thiết bị đầu cuối khác nhau thường bao 

gồm các bộ xử lý đồ họa (GPU-graphics processing unit). Do đó, cấu hình có 

thể được chấp nhận trong đó vùng lớn được xử lý ngay lập tức bằng cách sử 

dụng khả năng thực hiện của GPU thông qua bộ nhớ được chia sẻ bởi CPU và 

GPU, hoặc bộ nhớ bao gồm địa chỉ mà được quản lý để cho phép sử dụng chung 

bởi CPU và GPU. Điều này làm cho có thể rút ngắn thời gian mã hóa, duy trì 

bản chất thời gian thực của dòng, và làm giảm độ trễ. Cụ thể, xử lý liên quan 

đến việc đánh giá chuyển động, lọc giải khối, dịch chuyển thích nghi mẫu 

(SAO-sample adaptive offset), và biến đổi/lượng tử hóa có thể được thực hiện 

hiệu quả bởi GPU thay vì CPU trong các đơn vị của các ảnh, ví dụ, tất cả trong 

một. 

Khả năng áp dụng công nghiệp 

[0836] 

 Sáng chế có thể áp dụng được tới, ví dụ, các máy thu tivi, các bộ ghi 

viđeo số, các hệ thống điều hướng xe, các điện thoại di động, các camera số, các 

camera viđeo số, các hệ thống hội nghị từ xa, các gương điện tử, v.v. 

Danh sách số tham chiếu 

[0837] 

 100  bộ mã hóa 

 102 bộ phân chia 

 102a bộ xác định phân chia khối 

 104 bộ trừ 

 106 bộ biến đổi 
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 108 bộ lượng tử hóa 

 108a bộ tạo tham số lượng tử hóa chênh lệch 

 108b, 204b bộ tạo tham số lượng tử hóa được dự đoán 

 108c, 204a bộ tạo tham số lượng tử hóa 

 108d, 204d bộ lưu trữ tham số lượng tử hóa 

 108e bộ thực thi lượng tử hóa 

 110 bộ mã hóa entropy 

 110a bộ nhị phân hóa 

 110b, 202b bộ điều khiển ngữ cảnh 

 110c bộ mã hóa số học nhị phân 

 112, 204 bộ lượng tử hóa ngược 

 114, 206 bộ biến đổi ngược 

 116, 208 bộ cộng 

 118, 210 bộ nhớ khối 

 120, 212 bộ lọc vòng 

 120a, 212a bộ thực thi lọc giải khối 

 120b, 212b bộ thực thi SAO 

 120c, 212c bộ thực thi ALF 

 122, 214 bộ nhớ khung 

 124, 216 bộ dự đoán trong 

 126, 218 bộ dự đoán liên đới 

 126a, a2, b2 bộ nhớ 

 126b  bộ thu nhận ảnh được nội suy 

 126b  bộ thu nhận ảnh građien 
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 126d bộ thu nhận dòng quang 

 126e bộ thu nhận giá trị hiệu chỉnh 

 126f bộ hiệu chỉnh ảnh dự đoán 

 128, 220 bộ điều khiển dự đoán 

 130, 222 bộ tạo tham số dự đoán 

 200  bộ giải mã 

 202 bộ giải mã entropy 

 202a bộ giải mã số học nhị phân 

 202c bộ giải nhị phân 

 204e bộ thực thi lượng tử hóa ngược 

 224 bộ xác định phân chia 

 300  màn hình 

 400  môđun 

 1201 bộ xác định biên 

 1202, 1204, 1206 bộ chuyển đổi 

 1203 bộ xác định lọc 

 1205 bộ thực thi lọc 

 1207 bộ xác định đặc tính lọc 

 1208 bộ xác định xử lý 

 a1, b1 bộ xử lý 
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YÊU CẦU BẢO HỘ 

1. Bộ mã hóa, bao gồm: 

 mạch; và 

 bộ nhớ được ghép nối tới hệ mạch, trong đó: 

 khi hoạt động, mạch mã hóa viđeo thành dòng bit, 

 viđeo được chỉ định xuất ra tại tốc độ thứ nhất khác với tốc độ gốc của 

viđeo, và 

 trong quá trình mã hóa viđeo, mạch mã hóa, vào dòng bit, thông tin tốc 

độ gốc liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo. 

2. Bộ mã hóa theo điểm 1, trong đó 

 mạch mã hóa, vào dòng bit, thông tin thời gian và thông tin tỷ lệ dưới 

dạng là thông tin tốc độ gốc, và 

 tốc độ thứ hai được tính toán dựa trên thông tin thời gian và thông tin tỷ 

lệ. 

3. Bộ mã hóa theo điểm 1 hoặc 2, trong đó 

 mạch còn mã hóa, vào dòng bit, thông tin thời gian xuất hình liên quan 

đến thời gian xuất hình của viđeo. 

4. Bộ mã hóa theo điểm 3, trong đó 

 mạch còn: 

 thu nhận, nhờ sử dụng thông tin thời gian xuất hình, thông tin thời điểm 

thứ nhất mà chỉ báo thời điểm xử lý để tái tạo viđeo tại tốc độ thứ nhất; và 

 thu nhận, nhờ sử dụng thông tin tốc độ gốc, thông tin thời điểm thứ hai 

chỉ báo thời điểm xử lý để tái tạo viđeo tại tốc độ thứ hai. 

5. Bộ mã hóa theo điểm 1 hoặc 2, trong đó 

 mạch mã hóa thông tin tốc độ gốc vào thông tin tiêu đề được chứa trong 

dòng bit. 



219 

6. Bộ mã hóa theo điểm 1 hoặc 2, trong đó 

 mạch mã hóa thông tin tốc độ gốc vào thông tin tăng cường bổ sung (SEI 

- supplemental enhancement information) được chứa trong dòng bit. 

7. Bộ mã hóa theo điểm 1 hoặc 2, trong đó 

 thông tin tốc độ gốc chỉ báo khoảng cách ảnh của viđeo để tái tạo viđeo 

tại tốc độ thứ hai. 

8. Bộ mã hóa theo điểm 1 hoặc 2, trong đó 

 thông tin tốc độ gốc chỉ báo hệ số tỷ lệ của tốc độ thứ hai so với tốc độ 

thứ nhất. 

9. Bộ mã hóa theo điểm 8, trong đó 

 thông tin tốc độ gốc bao gồm tham số tử số và tham số mẫu số, và 

 hệ số tỷ lệ được chỉ báo bằng cách chia tham số tử số cho tham số mẫu 

số. 

10. Bộ mã hóa theo điểm 1 hoặc 2, trong đó 

 trong xử lý mã hóa viđeo, đối với mỗi lớp con theo thời gian được chứa 

trong dòng bit, mạch mã hóa, vào dòng bit, mức khả năng tương thích mà bộ 

giải mã yêu cầu khi tái tạo viđeo tại tốc độ thứ hai. 

11. Bộ mã hóa theo điểm 1 hoặc 2, trong đó 

 trong xử lý mã hóa viđeo, mạch mã hóa, vào dòng bit, mức khả năng 

tương thích thứ nhất mà bộ giải mã yêu cầu khi tái tạo viđeo tại tốc độ thứ nhất 

và mức khả năng tương thích thứ hai mà bộ giải mã yêu cầu khi tái tạo viđeo tại 

tốc độ thứ hai. 

12. Bộ mã hóa theo điểm 1 hoặc 2, trong đó 

 Tốc độ thứ nhất tương ứng với chuyển động chậm hoặc chuyển động 

nhanh, và 
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 mạch mã hóa, vào dòng bit, viđeo dưới dạng viđeo chuyển động chậm 

hoặc viđeo chuyển động nhanh. 

13. Bộ mã hóa theo điểm 1 hoặc 2, trong đó 

 mạch còn mã hóa, vào dòng bit, thông tin chỉ báo mối quan hệ giữa tốc 

độ thứ nhất và tốc độ thứ hai. 

14. Bộ mã hóa theo điểm 1 hoặc 2, trong đó 

 trong xử lý mã hóa viđeo, mạch mã hóa, vào dòng bit, thông tin tốc độ 

mà là thông tin (i) liên quan đến các tốc độ bao gồm tốc độ thứ hai, (ii) để tái tạo 

viđeo tại từng tốc độ, và (iii) bao gồm thông tin tốc độ gốc. 

15. Bộ giải mã, bao gồm: 

 mạch; và 

 bộ nhớ được ghép nối tới hệ mạch, trong đó: 

 khi hoạt động, mạch giải mã viđeo từ dòng bit, 

 viđeo được chỉ định xuất ra tại tốc độ thứ nhất khác với tốc độ gốc của 

viđeo, và 

 trong xử lý giải mã viđeo, mạch giải mã, từ dòng bit, thông tin tốc độ 

gốc liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo. 

16. Bộ giải mã theo điểm 15, trong đó 

 mạch giải mã, từ dòng bit, thông tin thời gian và thông tin tỷ lệ dưới 

dạng là thông tin tốc độ gốc, và 

 tốc độ thứ hai được tính toán dựa trên thông tin thời gian và thông tin tỷ 

lệ. 

17. Bộ giải mã theo điểm 15 hoặc 16, trong đó 

 mạch còn giải mã, từ dòng bit, thông tin thời gian xuất hình liên quan 

đến thời gian xuất hình của viđeo. 

18. Bộ giải mã theo điểm 17, trong đó 
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 mạch còn: 

 thu nhận tín hiệu; 

 tái tạo viđeo tại tốc độ thứ nhất sử dụng thông tin thời gian xuất hình khi 

tín hiệu chỉ báo rằng viđeo sẽ được tái tạo tại tốc độ thứ nhất; và 

 tái tạo viđeo tại tốc độ thứ hai sử dụng thông tin tốc độ gốc khi tín hiệu 

chỉ báo rằng viđeo sẽ được tái tạo tại tốc độ thứ hai. 

19. Bộ giải mã theo điểm 15 hoặc 16, trong đó 

 mạch giải mã thông tin tốc độ gốc từ thông tin tiêu đề được chứa trong 

thông tin trong dòng bit. 

20. Bộ giải mã theo điểm 15 hoặc 16, trong đó 

 mạch giải mã thông tin tốc độ gốc từ thông tin tăng cường bổ sung (SEI - 

supplemental enhancement information) được chứa trong dòng bit. 

21. Bộ giải mã theo điểm 15 hoặc 16, trong đó 

 thông tin tốc độ gốc chỉ báo khoảng cách ảnh của viđeo để tái tạo viđeo 

tại tốc độ thứ hai. 

22. Bộ giải mã theo điểm 15 hoặc 16, trong đó 

 thông tin tốc độ gốc chỉ báo hệ số tỷ lệ của tốc độ thứ hai so với tốc độ 

thứ nhất. 

23. Bộ giải mã theo điểm 22, trong đó 

 thông tin tốc độ gốc bao gồm tham số tử số và tham số mẫu số, và 

 hệ số tỷ lệ được chỉ báo bằng cách chia tham số tử số cho tham số mẫu 

số. 

24. Bộ giải mã theo điểm 15 hoặc 16, trong đó 

 trong xử lý giải mã viđeo, đối với mỗi lớp con theo thời gian được chứa 

trong dòng bit, mạch giải mã, từ dòng bit, mức khả năng tương thích mà bộ giải 

mã yêu cầu khi tái tạo viđeo tại tốc độ thứ hai. 
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25. Bộ giải mã theo điểm 15 hoặc 16, trong đó 

 trong xử lý giải mã viđeo, mạch giải mã, từ dòng bit, mức khả năng 

tương thích thứ nhất mà bộ giải mã yêu cầu khi tái tạo viđeo tại tốc độ thứ nhất 

và mức khả năng tương thích thứ hai mà bộ giải mã yêu cầu khi tái tạo viđeo tại 

tốc độ thứ hai. 

26. Bộ giải mã theo điểm 15 hoặc 16, trong đó 

 tốc độ thứ nhất tương ứng với chuyển động chậm hoặc chuyển động 

nhanh, và 

 mạch giải mã, từ dòng bit, viđeo được mã hóa thành dòng bit dưới dạng 

là viđeo chuyển động chậm hoặc viđeo chuyển động nhanh. 

27. Bộ giải mã theo điểm 15 hoặc 16, trong đó 

 mạch còn giải mã, từ dòng bit, thông tin chỉ báo mối quan hệ giữa tốc độ 

thứ nhất và tốc độ thứ hai. 

28. Bộ giải mã theo điểm 15 hoặc 16, trong đó 

 trong xử lý giải mã viđeo, mạch giải mã, từ dòng bit, thông tin tốc độ mà 

là thông tin (i) liên quan đến các tốc độ bao gồm tốc độ thứ hai, (ii) để tái tạo 

viđeo tại từng tốc độ, và (iii) bao gồm thông tin tốc độ gốc. 

29. Thiết bị xuất dòng bit bao gồm: 

 mạch; và 

 bộ nhớ được ghép nối tới hệ mạch, trong đó: 

 khi hoạt động, mạch mã hóa viđeo thành dòng bit và xuất ra dòng bit 

này, 

 viđeo được chỉ định xuất ra tại tốc độ thứ nhất khác với tốc độ gốc của 

viđeo, và 

 trong quá trình mã hóa viđeo, mạch mã hóa, vào dòng bit, thông tin tốc 

độ gốc liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo. 
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30. Phương pháp mã hóa, bao gồm: 

 mã hóa viđeo thành dòng bit, trong đó 

 viđeo được chỉ định xuất ra tại tốc độ thứ nhất khác với tốc độ gốc của 

viđeo, và 

 việc mã hóa viđeo bao gồm mã hóa, vào dòng bit, thông tin tốc độ gốc 

liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo. 

31. Phương pháp giải mã, bao gồm: 

 giải mã viđeo từ dòng bit, trong đó 

 viđeo được chỉ định xuất ra tại tốc độ thứ nhất khác với tốc độ gốc của 

viđeo, và 

 việc giải mã viđeo bao gồm giải mã, từ dòng bit, thông tin tốc độ gốc 

liên quan đến tốc độ thứ hai mà là tốc độ gốc của viđeo. 

32. Phương tiện bất biến đọc được bởi máy tính mà lưu trữ dòng bit, 

 dòng bit bao gồm: 

 viđeo được chỉ định xuất ra tại tốc độ thứ nhất khác với tốc độ gốc của 

viđeo; và 

 thông tin tốc độ gốc liên quan đến tốc độ thứ hai mà là tốc độ gốc của 

viđeo. 
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Bắt đầu

Lượng tử hóa được thực hiện?
Không

Có

Tạo ra tham số lượng tử hóa đối với khối hiện tại

Lưu trữ tham số lượng tử hóa đối với khối hiện tại

Lượng tử hóa các hệ số biến đổi sử dụng tham số 
lượng tử hóa được tạo ra

Thu nhận tham số lượng tử hóa trong đơn vị xử lý khác với 
khối hiện tại

Tạo ra tham số lượng tử hóa được dự đoán đối với khối hiện tại 
dựa trên tham số lượng tử hóa trong đơn vị xử lý khác với khối 

hiện tại

Tạo ra tham số lượng tử hóa chênh lệch mà là độ chênh lệch giữa 
tham số lượng tử hóa đối với khối hiện tại và tham số lượng tử hóa 

được dự đoán

Kết thúc
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Bắt đầu

Lựa chọn chế độ dự đoán nội bộ

Tạo ra ảnh dự đoán theo chế độ dự 
đoán nội bộ được lựa chọn

Xác định các chế độ có khả năng 
xảy ra nhất (MPM)

Chế độ dự đoán nội bộ được lựa chọn 
được chứa trong các MPM?

Không

Có

Thiết lập cờ MPM là 1
Thiết lập 0 là cờ MPM (ngoài ra, 

không thiết lập cờ MPM)

Tạo ra thông tin chỉ báo 
chế dự đoán nội bộ được 

lựa chọn trong số các 
MPM

Tạo ra thông tin chỉ báo chế 
dự đoán nội bộ được lựa chọn 
trong số các chế độ dự đoán 
nội bộ mà không được bao 

gồm trong các MPM

Kết thúc
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<thông tin tham chiếu> Bắt đầu <xuất ra dòng>
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được mã hóa

Ảnh tham chiếu 
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<thông tin tham chiếu>

MV của khối 
được mã hóa

Ảnh tham chiếu 
được mã hóa

Bắt đầu
<xuất ra dòng>

Bắt đầu vòng lặp đối với mỗi khối

Thu nhận bộ dự đoán MV tại điểm 
điều khiển

Vòng lặp ước lượng chuyển động

Cập nhật bộ dự đoán MV
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Xác định MV tại điểm điều khiển

Xử lý bù chuyển động

Độ chênh lệch MV

Kết thúc vòng lặp đối với mỗi khối

Kết thúc

Thông tin lựa chọn 
bộ dự đoán MV
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