In this scenario, a company is deploying an AI system to assist with screening resumes and ranking applicants for software engineering jobs. The system’s purpose is to automate a high-stakes decision-making process, which increases the overall risk level due to the potential impact on individuals’ livelihoods. The training data consists of proprietary historical hiring records, which presents fairness concerns, as it may encode historical biases related to gender, ethnicity, or education. While the final hiring decisions are made by human recruiters, the AI system heavily influences those decisions, meaning there is human oversight, but the risk of automation bias remains. The primary stakeholders impacted are job applicants, making stakeholder engagement and fairness critical. In terms of transparency, the organization does provide a general explanation of how the algorithm works, including what criteria it evaluates (e.g., education, experience, keyword matching), but it does not provide applicants with individual explanations for their rankings or rejections. This lack of individualized transparency increases risk, as affected individuals cannot understand or contest decisions. For explainability, the system uses interpretable features, and internal teams have access to tools that help them understand model outputs at an aggregate level, but no post-hoc explainability is shared with end users. To reduce these risks, the company conducts bias testing, routine audits, and maintains a human-in-the-loop model, but further steps such as offering applicant feedback or appeal processes would strengthen transparency and trust. Overall, while key governance and mitigation practices are in place, limited explainability for affected individuals leaves a gap in transparency that must be addressed to fully reduce risk and ensure ethical deployment.
